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Preface

# An earlier version of the analysis developed in §§.§ was presented at
the Formal Approaches to South Asian Linguistics 2, held at MIT on March 17,
2012 (Mitrovid, 2o12d) and at Diachronic Generative Syntax 14 held at Lisbon
University on May 7, 2012. (Mitrovid, 2o12é)

# Anearlier version of the analysis developed in §3.3, forming the basis
for chapterf, was presented at the South Asian Languages: Theory, Typology,
and Diachrony workshop held at Yale University on September 29, 2012.
(Mitrovid, 2o12d)

% An earlier version of the analysis developed in parts of chapter fj was
presented at Harvard Workshop on Indo-European and Historical Linguistics, held
on March 17, 2012 (Mitrovid, 2o12h), at the Syntax/Semantics Brown Bag
at NYU (Mitrovid, 2o12d), and in collaboration with Uli Sauerland at
the 44th North East Linguistic Society meeting. (Mitrovi¢ and Sauerland,
2014))
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Abstract

This thesis presents an investigation into the processes involved in con-
struction and interpretation of two classes of natural language connec-
tives. Languages consistently contain a single set of two morphemes—
mo and ka in Japanese, for instance—which handles universal/existential
as well as conjunctive/disjunctive constructions respectively. Aside from
the latter coordinate/quantification semantics, mo also serves as an addi-
tive and ka as an interrogative element. The core desideratum of the the-
sis is to unify not only the semantic but also the syntactic distribution of
the contextual incarnations of the two kinds of particles. Syntactic unifi-
cation is achieved by focusing on a morphologically rich collection of an-
cient (and modern) Indo-European (IE) languages, which—through their
morphology—reveal otherwise silent syntactic material that we fail to find
in a language like Japanese. The silent syntax we uncover points to a syn-
tactically, and semantically, neutral concept of junction, which is structurally
(compositionally) the foundation underlying the systems of conjunction
and disjunction. By breaking down coordination into separate layers, we
capture the syntactic and semantic differences, lying in the amount of lay-
ered projections, as well as the core components of the kinds of meanings
the pair of particles dictates. Semantically, the phenomenon is unified by
adopting the recently grounded ‘grammaticised implicature’ approach to
understanding inferential processes in the scalarity and polarity systems
of natural language (Chierchia 2013). With both results achieved, we fur-
ther investigate diachronically the nature of syntactic-semantic atoms of
propositional logic, used to express logical constructions like quantifica-
tion, coordination and interrogation. By investigating IE and Japonic in
parallel, the thesis thus also arrives at the understanding of the diachronic
implicational relations in the grammatical systems of quantification, sca-
larity, polarity and coordination.

Thesis Supervisor: Professor Ian G. Roberts
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Gaul Gaulish
TA Tocharian A
TA Tocharian B
IE Indo-European

PIE Proto Indo-European

Ant Anatolian (family)

Tch Tocharian (family)

Alb Albanian (family and language)
PAIb Proto-Albanian (family and language)
Cmc Cermanic (family)

PCmc Proto-Germanic (family)

Cel Celtic (family)

PCel Proto-Celtic
It]l Italic (family)

Crk Creek (family)

Arm Armenian (family and language)

BSI Balto-Slavonic (family)

IIr Indo-Iranian (family)
Md] Modern Japanese
CJ Classical Japanese (Heian period)
OJ Old Japanese (Nara period)
MdIA Modern Indo-Aryan
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List of technical symbols ¢ abbreviations

LANGUAGE-PARTICULAR TERMS
~~~~ missing fragment of the text
= clitic boundary
- morpheme boundary
ABC transliterated sumerogram in Hittite
ABc transliterated akkadogram in Hittite

1 amperagus, or tironian et, conjunction sign for ocus ‘and’ in Old Irish

INDO-EUROPEAN AND HISTORICAL-LINGUISTIC TERMS
+ reconstructed form
«h; the reconstructed neutral laryngeal
+h, the reconstructed a-colouring laryngeal
«h; the reconstructed o-colouring laryngeal

> diachronic development (a > b = ‘a developing into b’)

MORPHOSYNTACTIC TERMS
# infelicitous expression (semantically/pragmatically), or prosodic pause

* ungrammatical expression

¥ syntactic feature (instructions for construction/derivation)
1] semantic feature (instructions for interpretation)

» phonological feature (instructions for externalisation/ realisation)
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[ur] uninterpretable feature
[ir] interpretable feature

A[43] phonological realisation of a
o[ 4] optional phonological realisation of «
o[ O phonological realisation of

) structural height: x)y ‘xis structurally higher than y’

7 syntactic slot for arguments external to the extended projection
REL relative
epp extended projection principle
NOM nominative case
MAsD masdar
aLLT allative
PERLT perlative
suBjc subjunctive
2FUT secondary future
KPRT kakari particle
ADN adnominal
INTRJ interjectional particle
RESTR restrictive particle
CSPRT case particle
CAUS causative
PRES8 8th class present stem
sG-AcT singular active (Toch.)
ALTR.ALL alternating allative
SUPP.PRES suppletive base present

HON honorific particle
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REPR Iepresentative
RETR Tetrospective
PRT particle
pv defective verb
NML nominaliser
TENT tentative
ATTR attributive
suB subordinate
Ev evidential
MpP mediopassive
coN conjunctive gerund
DEB debitative
aLL allative
roL polite
IND indefinite
INT/Q interrogative
D determiner

A label

PHONOLOGICAL AND PROSODIC TERMS
# generalised phonological pause, morpho-phonological break
N falling intonation

2 rising intonation

LOGICAL AND FORMAL SEMANTIC TERMS
[ - ] denotation, interpretation function
( - ) tuple, pair

M model
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O ® &8 W

DA

oA

xvi

assignment function

type of individuals (entities)

type of temporal intervals

type of situations

type of degrees

variable over truth values

variable over worlds

variable over propositions (also ¢, { used)

variable over predicates

variable (over individuals, unless stated otherwise)
variable over degrees

context

measure operator

domain of some type 1 (# D [above], nor D [below])

set of alternatives, hence 2A(p) reads ‘alternatives to p’; also notated
{¢}", signifying an alternative set for some propositional term ¢

scale truncation operator

only-type exhaustification operator

even-type exhaustification operator

(feature for) subdomain alternatives

domain restriction of exhaustification to subdomain (D) alternatives
domain restriction of exhaustification to scalar (o) alternatives
(feature for) scalar alternatives

maximal structural complexity in C (‘at most as complex as in C’)
set of all natural numbers

cardinality of n

sum

Innocent Exclusion
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C J Cc DO

sup

inf

~[p2A]

o]

-

L d

probability degree
probability measure

models (generalised entailment)

generalised (statistical) probability (# P, above)
inquisitive non-informative closure operator

informative non-inquisitive closure operator

Inquisitive Semantic possibility/-ies

asserts/entails (generalised assertion/entailment; in other literature,

c isused)

does not assert/entail (in other literature, ¢ is used)

tautology

contradiction

modal of possibility (¢¢ = ‘¢ may be the case’)

modal of necessity (O0¢ = ‘¢ must be the case’)

conjunction

disjunction

exclusive disjunction (a.k.a. ‘xor’)
intersection

union

(Universal) Meet

(Universal) Join

supremum

infimum

negation

negation targeting subdomain alternatives
negation targeting scalar alternatives
consequence relation

biconditional relation
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proper subset

O N

set-theoretic complementation

subset

N

D Pproper superset

V)

superset

< (generalised) mutual entailment; used for both semantic and meta-
theoretical (esp. parametric) notation

6 boolean operator/head

o— variable over Boolean (and sometimes non-Boolean) connectives

(e]

function composition

Y Horn Scale

(1]

~~ implicature; ‘implies’
~~ lack of implicature; ‘does not imply’
¢ set of output context (qua postsuppositional) tests
i postsuppositional subformula; ¢ oo 1 reads ¢ o , where 1 is post-
N supposed, i.e. pisa postsuppositio_’n;ﬂ test imposed on ¢
@ empty set
€ in, or ‘element of’
¢ notin, or ‘not an element of’
. therefore
* because
infinity
proportional to

powerset

B s R 8

QED

THEORETICAL AND OTHER CONCEPTUAL ABBREVIATIONS

AQ Alternative Question
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ToPr Topical Property
FC(I) Free Choice (item)
NP(I) Negative Polarity (item)
PS(I) Polarity Sensitive (item)
Q Question
FA Function Application
FR Free Relative
FCFR Free Choice Free Relative
LA Labelling Algorithm
DEM De Morgan Law(s)
EP Extended Projection
EPP Extended Projection Principle (feature)
PDbP Phonological derivation by phase
LCA Linear Correspondence Axiom
2P second-position
BCC Borer-Chomsky conjecture
ECP Empty Category Principle

HC Hurford’s Constraint

GENERAL ABBREVIATIONS AND MISCELLANEOUS TYPOGRAPHIC NOTATIONS
abc supplied grammatical words in Old Japanese
abc phonographic text in Old Japanese
abc logographic text in Old Japanese
s.t. such that
p. page
1. line
1l. lines

fn. footnote
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ft. and the following (pages, paragraphs etc.)
ex. example

\\ line break

ce Common Era (aD: anno domini might creep in)
BCE before Common Era

c. century

cca. circa
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BP Bhagavatapurana. Text edition as per Hellwig (2011).
SU Svetasataropanisad. Text edition as per Hellwig (o11).
AvY Avesta: Yasna Haptanghaiti. Based on edition of Celdner (1894)
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RIA, Great Book of Lecan, ff. 181a 2.
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VT Vetus Testamentum Armeniace. Text edition and translation as per Zohrapean
(£805).

HArm The History of Armenia by Faustos Buzand. 4th or sth c. Ap Text edition
and translation as per Krause and Slocum (2004).

MKHist History by Moses Khorenatsi. or sth c. ap Text edition and translation
as per Krause and Slocum| (2004).

TOCHARIAN A TEXTS
SJ] Saddanta-Jataka. Text edition as per Sieg and Siegling (1921).

PJ Punyavanta-Jataka. Text edition as per Sieg and Siegling (1921) and Lane
(1947).

TOCHARIAN B TEXTS

B1oy DieSpeisung des Bodhisattva vor der Erleuchtung. In the the new Berlin num-
bering system, this text is also known as THT 107. Text edition as per
Sieg and Siegling (1921) and Pinault (2008).
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OLD JAPANESE TEXTS

MYS Man'yoshii. (J1H#£) ca. 759 ap. Text edition as per Frellesvig et al.
(ro14)).

SM Shoku nihongi Senmyo. (%t H AN#2'E 1) 797 Ap. Text edition as per Vovin
(2oo5) and Frellesvig et al. (2014).

BS Bussokuseki-ka. ({2 f1#K) ca. 753 ap. Text edition as per [Frellesvig
etal(po14)..

KK Kojiki kayo (5 F3C#(a%) ca. 712 ap. Text edition as per Frellesvig et al.
(2014)).

NSK Nihonshokikayo (HASEZ4CHEE) ca. 720 ap. Textedition as per Frellesvig
etall(2014).

CLASSICAL (MIDDLE) JAPANESE TEXTS
SN Sarashina Nikki (5 H5C) ca. 1059. Text edition as per Shirane (2013).

CNM Genji Monogatari (JRECHIEE) ca. first half of the 11th c. ap. Text edition
as per Shibuya (1999).

TM Taketori Monogatari ('TTEX#J5E) ca. 10th c. Text edition as per Shirane
(2013). [instead, put NKBT]

H Hojoki (/7 3L5C) ca. 1212. Text edition as per Shirane (2013).

T Tsurezuregusa (fESXY) ca. 1331. Text edition as per Shirané (2013).
TN Tosa Nikki (£:{ff HC) ca. 935. Text edition as per Shirane (2013).
IM Ise monogatari ({FEAM)EE) 10th c. Text edition as per Vovin (2003).

HM Hamamatsu chiinagon monogatari ($CFAH NS 155 ) 11th ¢, Text edition as
per Vovin (2003).

TSM Tsutsumi chiinagon monogatari (F2+#H 5 YJ5E) 11th c. Text edition as per
Vovin (2003).
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Preliminaries

1.1 Superparticles: the atoms of logic & the “philo-logical’ idea

This thesis investigates the the ways in which natural language incarnates
logical constants such as conjunctive and disjunctive connectives or inter-
rogative, additive and quantificational expressions using a single set of
two morphemes. Previous research by Szabolcsi (2010, 2014b), Kratzer and
Shimoyama (2002) and Slade (2o11), among many others, has established
that languages like Japanese may use only two morphemes, mo and ka, to
construct universal/existential as well as conjunctive/disjunctive expres-
sions respectively. Throughout this thesis, we abbreviate the Japanese mo
particle and mo-like particles cross-linguistically as y and the Japanese ka
and ka-like particles cross-linguistically as «.

In Japanese, mo also serves as an additive and ka as an interrogative ele-
ment. This semantic multifunctionality of superparticles, as we will call
them, is clearly exhibited by the following four pairs of examples in (ff) and
(), where the left column (ff) shows the mo-series and the right column (g)
shows the ka-series.
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(1) The p-series (mo) (2) The k-series (ka)

a. B () A7 — % a. BNV AT Y=
Bill mo Mary mo Bill ka Mary ka
B u M u B x M K
‘(both) Bill and Mary.’ ‘(either) Bill or Mary.’

b. X7VU—-1% b. 7% AN
Mary mo wakaru  ka
M u understand
‘also Mary’ ‘Do you understand?’

c. #ff b c. #t M
dare mo dare ka
who y who «

‘everyone’ ‘someone’

d. o 4 b d. Lo F4  »
dono gakusei mo dono gakusei ka
INDET student y INDET student k
‘every student’ ‘some students’

When a superparticle like mo or ka in Japanese combines with two nom-
inal arguments, like Bill and Mary, coordination obtains, i.e. conjunc-
tion and/or disjunction obtains in presence of the y and/or k superparti-
cle, respectively. When mo combines with just one argument (Mary), ad-
ditive (antiexhaustive) expression comes about. When a proposition com-
bines with ka, the combination yields a polar question (i.e., a set of two
propositions). A combination of a superparticle with an indefinite wh-
expression, like dare ‘who’ (fd/pd), delivers a quantificational expression,
either with an existential flavour(‘someone’,dare-ka) or a universal flavour
(‘everyone’, dare-mo).| Similarly, non-simplex quantificational expressions
like ‘some/every student/s’ obtain in Japanese when an indeterminate wh-
phrase, like dono, combines with a nominal like ‘student(s)’.f

A combination of a wh-term with y is, prima facie, ambiguous between a universal dis-
tributive and a polar indefinite expression. Prosodic cues to disambiguation have been
proposed: see Szabolcsi (2010: 202), Nishigauchi (199d), Yatsushirg (20o3), Shimoyama
(2008, 2007), among others, for an account of the synchronic distribution of facts. I will
show in Chapter { that the universal distributive semantics of wh-y is diachronically pri-
mary in the history of Japonic and develop a diachronic analysis of the the rise of polarity
sensitivity.

See Shimoyamad (2007) for an elegant and convincing analysis.



f1.1 % Superparticles: the atoms of logic & the ‘philo-logical idea

AGAINST HOMoPHONY The pattern underlying examples in (i) and (g) calls
for two contrasting hypotheses. The first hypothesis is that the seman-
tic contribution of the two kinds of superparticles is uniform in all four
of their respective constructions. If this is true, then there is something
deeply interesting lying in the morpho-syntax and semantics of the two
superparticles. The other hypothesis, on the other hand, is that the mul-
tifunctional meanings behind the different incarnations of the superparti-
clesin (i) and (B) could simply result from homophony, as Hagstrom (1998)
suggests, and Cable (2010) even more explicitly defended on the basis of his
analysis of Tlingit. The fact that the Japanese superparticle mo—under this
view just a particle—features in conjunction, universal quantification and
focal-additives, is a superficial and accidental matter, the different roles
that mo performs in (f]) stem from the fact that different mo’s are at play.

In this thesis, we will strongly oppose this view, i.e., the second hypoth-
esis, and defend the first ‘superparticle’ idea. One argument in favour of
this view is typological: why would languages consistently manifest ho-
mophony of coordinate and quantificational markers? (We will introduce
the typological argument below.) Another argument concerns the incon-
sistency of a pro-homophony analysis in a language like Japanese, as pre-
sented in Mitrovi¢ and Sauerland (2014).

Under a homophony story, there are, at least, two kinds of mo particles: a
conjoining one and a quantificational one. The same reasoning extends
to ka, which is, under these assumptions, ambiguous between two ho-
mophonous particles: a disjunctive one and an existential one. This pre-
dicts that mo and ka should not be able to express simultaneously coordina-
tion and quantification, which is not the case, as the following two pairs
of Japanese examples from Mitrovi¢ and Sauerland (2014: 41, ex. 3-4).

3) a. o FH b o HGthE b L
dono gakusei modono sensei mo hanashita
INDET student y  INDET teacher y  talked
‘Every student and every teacher talked.’

b. "ro FE b b ro KHE b b FELL
dono gakusei momo dono sensei mo mo hanashita
INDET student gy INDET teacher mo mo talked
‘Every student and every teacher talked.’
() a. o FEE o ZE 2y FELi:
dono gakuseikadono sensei kaga hanashita
INDET student k INDET teacher k Nom talked
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‘Some student or some teacher talked.’

b. "o ZFE Mo ek 2 EEL-
dono gakuseika ka dono sensei ka ka hanashita
INDET student k k INDET teacherk « talked

Thedatain (§)and (i) is clear evidence that there do not exist homophonous
pairs of coordinate and quantificational y and « particles in Japanese. The
homophony analysis that Hagstrom) (1998) and Cable (201d) most notably
defend, predicts that coordination of quantificational expressions (§, @)
should, ceteris paribus, yield particle ‘reduplication’: one particle express-
ing quantification and another expressing coordination. For further argu-
ments against homophony of these two (classes of) particles, see Szabolcsi
(ro1ab)and, especially, Slade (2011) for a detailed historical argument based
on his diachronic analyses of Japanese, Sinhala and Malayalam particles.f
In sum, we contend ourselves with Slad€’s (2011) general and methodolog-
ical argument against homophony: “Entia non sunt multiplicanda praeter neces-
sitatem: let us not suppose the existence of homophonous particles unless
we uncover compelling evidence for such multiplicity.” (Slade, 2o11: 8)

BEYOND JAPANESE Japaneseisnotalonein exhibiting this syntactic/seman-
tic syncretism, which we will label allosemy below (following Marantzzo11).
The formulaic nature of the two types of particles is cross-linguistically
well attested, as the minimal collection of languages in Tab. [ shows.
This morphosemantic phenomenon is in fact far more common cross-lin-
guistically that it may seem from the European linguistic perspective: Cil
(2o11) reports that majority of languages (66%/N = 76) that were studied for
the World atlas of language structures shows formal similarity between quantifi-
cational, focal and coordinate constructions. Since the Japanese mo and ka
particles instantiate the three semantic classes (universal/existential quan-
tification, conjunction/ disjunction, and focal-additivity or interrogativ-
ity) most clearly, I will henceforth refer to mo- and ka-type particles cross-
linguistically as y and « respectively.

This topic has largely, if not exclusively, captivated semanticists, who had
unifying ideas of making sense of the scattered meaning of y and « parti-
cles. Szabolcsi (2010: 203) was, to the best of my knowledge, the first to

Chapter f of this thesis presents, in the spirit of Slad€’s (2011) work, a historical argument
against homophony based on evidence from old Indo-European language.
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UNIVERSAL (}) EXISTENTIAL (K)

wh+y XP+p XP+uYP+pu wh+k XP+k XP+k YP+K
=¥x =XP,,. =XPAYP =3x =XP,, =XPVYP

Japanese + + + + + +
Korean + + + +
Malayalam  + + + + +
Hungarian  + + + + +
Slavonic + + + + +

TABLE 1.1.: Two kinds of semantically scattered particles y and k

propose the core meanings of y and « particles, unifying the three pairs
of constructions in (fl) and (@) under a lattice-theoretic umbrella. We as-
sume that the structure of the domain of discourse is set-theoretic. Draw-
ing from our Japanese data from coordination in (id) and (ga), featuring
Bill and Mary—to which we add, say Jack—we lay out our mini-domain of
individuals ®, containing a, b, c—respective variables over a set containing
Bill, Mary and Jack. The powerset of ®., excluding the empty set, thus
takes the shape of a complete semi-lattice, which we can represent as in

8-

(5) Structuring the domain:

{a,b} {a,c} {b,c}
{a} {b} {c}

Now that we have an ordered domain, i.e. a semi-lattice of its structure,
we can attribute the y and « particles a unifying semantics by invoking
the two fundamental properties that lattices have. The two properties can
be seen as operations over lattices: Szabolcsli (2010: 203, ex. 36) gives the
two particles in question a semantics rooted in the two lattice-theoretic
operations:

(6) a. [ka] =infimum/least upper bound (join, union, disjunction)
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b. [mo] =supremum/greatestlower bound (meet, intersection, con-
junction)

Along these lines, a supremum (sup) or Meet ([ ]) operation over our mini-
domain of individuals will deliver a conjunction of its atomic (and paired-
up) members, as per (). Inversely, an infimum (inf) or Join ([ ]) over ©, will
deliver a disjunction of its elements, as per ().

(7) sup(®.)=[]D.Farback Vxe D[]
(8) inf(®,)=||D.Favbvck Ixe D[]

Assuming that the elegant semantics in (B) accounts for the distribution
of meaning of y and « particles, the analysis still sheds no light onto the
syntactic status of these particles. In an ideal Euclidian world, the two
particles which are equal in meaning type, should be equal in syntactic
type (category, structure and/or position).

ALLoseMy The exemplars in (|) and (@) suggest that what we are dealing
withisallosemy: ‘special meanings’ determined by context—a term invented
by MarantZ (2011). A less formal sketch of allosemic distribution of the su-
perparticle pattern in (|) and (g) is in (g) and (fd), respectively. For reasons
that will become clear in subsequent chapters, we leave out the fourth (c)

series of () and (g).

(9) Allosemy of the p-series

a. [XP pYP p ] = [(both) XP and YP] / [ two arguments }

XP, YP = any category

. one argument
b. [XPy] = [alsoXP] / [XP = any category}

one argument
c. [XPu] = [every/any XP] / [XP - indef%nite, wh[+]]

(10) Allosemy of the k-series

a. [XPkYPk ] = [(either)XP or YP] / two arguments ]

XP, YP: any category

one argument
b. [XPK = [XP?] / XP = any category}
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one argument
c. [ XPk]= [some XP] / [Xp = indefinite, wh[+]}

In this thesis, we will show that Marantz’s (2011) ‘contextual allosemy’ isin
fact ‘syntactic allosemy’, i.e. superparticle meanings determined by syn-
tactic structure. With regards to allosemy, taken to be on a par with allo-
morphy and allophony, MarantZ (2011: 6) makes the following claim:

(11) a. Itisthestructure of the grammar itself that determines the do-
main of contextual allomorphy: derivation by phase. So the
domain of contextual allosemy should also be the phase.

b. The additional constraint on contextual allomorphy of phono-
logical adjacency follows if contextual allomorphy is sensitive
to a phonological notion of “combines with”—adjacent items
combine with each other (directly) phonologically. If we apply
this idea to the semantic domain, we predict that contextual
allosemy should be restricted to semantic adjacency, i.e., toel-
ements that combine (directly) semantically.

The first desideratum of this thesis is therefore to unify not only the se-
mantic but also the syntactic distribution of the contextual incarnations
of the two kinds of superparticles. From a detailed syntactic structure, the
semantics follows compositionally, in line with MarantZ (2011). Coordi-
nation will be shown to involve more syntactic material than overt reali-
sations suggest. Under my analysis, the silent structure provides enough
room for non-coordinate meanings that the pairs in (g1d) and (g13) show.
Constructions such as quantification, questions and additive focus form
substructures of coordination, as generalised in Fig. [.1. Empirically, we
will draw evidence, predominantly, from a morphologically rich collection
of ancientand modern Indo-European (IE)languages, which—through their
morphology—reveal otherwise silent syntactic material that we fail to spot
in a language like Japanese. The silent syntax will show itself though a
cross-linguistic examination, pivoting on syntactically—and semantically—
neutral concept of junction, which we will take to be structurally and inter-
pretationally the foundation of conjunction and disjunction. By breaking
down coordination into separate layers, we will capture the syntactic and
semantic differences, lying in the amount of layered projections, as well
as the core components of the kinds of meanings the two pairs of y and «
particles dictate.
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coordination (external layer)

quantification (internal layer)

FIGURE 1.1.: Quantification as a structural partition of coordination.

Another aim of the dissertation is to account for the empirical hole with re-
spect to constructions of the type in (fic/d). While the formula ‘wh+y’ (first
column of Tab. [L.7) in Japanese translates into an unrestricted universal
construction (corresponding to ‘every-’ in English), its IE brethren allow
‘Wh+y’ constructions only in restricted, i.e. downward entailing (DE), con-
texts (corresponding to NPI ‘any-’). To the best of my knowledge, this has
not been addressed adequately. The null hypothesis appears to be a simple
one: ‘wh+y’ in IE is restricted to DE context and in Japanese it is not, most
probably for independent reasons. I will entertain a diachronic analysis of
this apparently typological discrepancy.

Aside from the synchronic aspect of the rich phenomenology of logical ex-
pressions, we will also examine the diachronic status of such construc-
tions and interpretations.

For the sake of the current argument, let us assume that functional heads
correspond to, and are realised as, single morphemes. Morphemic struc-
ture could thus elucidate functional structure. A more general question
that we will be pursuing in this regard is whether logical primitives are
signalled by morphosyntax. If this were the case, then what about mo-
rphological overlaps where a morpheme appears in logically independent
words? Do they signal logical overlaps? We will ask such questions, which
will lead us to conclude that words like ‘and’ and ‘or’ in natural language
do not correspond to ‘A’ and ‘v’ in the formal language.

Take the adversative conjunction in Arabic, for instance, walakin (;s35) ‘but’,
which definitely features the (optional) conjunction wa (s) ‘and’ but poten-
tially also the negative marker la ‘no(t)’ (v). For a less conjectural sketch
of the idea, take a Slavonic language like SerBo-Croatianf}, where the con-

Throughout the dissertation, I employ the term ‘SerBo-Croatian’ to refer, in abbreviated
form, to Serbian-Bosnian-Croatian.
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junction marker i is morphologically part of the disjunction marker.f Note
also that the disjunction morpheme li features in the adversative coordi-
nator ali.

(12) Some morphemic overlaps in SerBo-Croatian coordination words:

‘AND’ 1
‘OR’ il
‘BUT’ a i

SerBo-Croatian is in no way alone in exhibiting such discrepancies of mor-
phological encoding of logical terms. Methodologically, this dissertation
also aims to explore for such ‘illlogicalities’ across various word-histories
in the hope of finding some common logical (syntacticand semantic) ground.
Artelated question concerns the directions which the morpho-logical changes
take. We will also explore this question.f

Diachronic facts potentially point to something more than a mere histor-
ical curiosity and linguistic archaeology. If speakers have access to roots,
then while a historically residual and functional morpheme in a contem-
porary language may not have an active semantic contribution, it must
stillundergo morphosyntaxand, eventually, interpretational composition.
Take English alternations in whether/either/neither or never/ever/wh...ever which,
under the decompositional perspective we will be assuming, are not sep-
arate and independent lexical entities but non-simplex words built from
(some) logical atoms. In the next section, we motivate this decomposi-
tional stance further by bringing together some empirical intricacies in
words involving complex structure.

Decomposition

This thesis takes a strongly decompositional approach to logical function
words containing superparticles. In the recent development of generative
linguistic theory, ‘words’ have been shown to be rather non-atomic and
that their morphological structure is syntactically driven (Chomsky 1957,
Baker 19850, Halle and Marantz 1994, Kayne 2010, 2005, inter alia). Rather

The first formal treatment of this phenomenon was made by Arsenijevid (2o11). The first
historical and descriptive decomposition of i-li can be traced back to Vasmet (1953: 478).
For an array of diachronic typologies of change, see Heine and Kuteva (2004) who provide
arich corpus of grammaticalisation typologies.
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than acting as fillers for syntactic slots, quantifiers, among other words,
have quite a bit of syntax behind (or, structurally inside) them.

In this section, we briefly take stock of the mechanism and view of mo-
rpho-syntax-semantics from Szabolcsi (2010), the work that inspired the
spirit of this thesis. The programmatic thrust of her work is the following:

(13) Compositional analysis cannot stop at the word level. (Szabolcsi,
2010: 189)

Function words sometimes show a fossilised internal structure, which et-
ymologies make clear. Take the English conjunction and which, accord-
ing to McMichael (2006), has its semantic roots in a preposition meaning
‘back’ or ‘against’ (cf. Latin ante). The word answer, now a noun or a verb,
is historically decomposed into and etymologised as and-swere, ‘to swear or
declare back’, as McMichael (2006: 48) further notes.

time

(14) NP - NP

The synchronic/diachronic discrepancy of this type, as (f4) exemplifies,
where the internal structure and the categorial label of a lexico-syntactic
object will be represented as in (i§), which also shows the diachronic ‘in-
sides’.

10



f1.2 *x Decomposition

(15) A shorthand notation for syntactic-diachronic discrepancy of (i4):

NP

and swere
answer

While such nouns have rather inactive, or no longer existent, internal syn-
tactic structure, there are still function words in English which can be seen
as havingrather active syntacticand semanticinsides. Higginbotham (1991)
provided one of the first analyses of either/or, showing that whether is the
wh-counterpart of either. The neither/nor form falls well within this series.
Structures in (£d) show a generalised analysis of whether/neither.

(16) a. either: b. whether: c. neither:
DisjP DisjP DisjP
Q’ Aﬁ Neﬁ
D1s] DlS] Disj
either e1ther n either

I take the alternation of disjunctive forms in (i) to be synchronically active
in the syntax and semantics.

Another ‘active’ example we take as a model is the one of German quan-
tifier words by Leu (2009). Rather than functioning as an atomic word,
German quantifier jeder, jede, jedes ‘every.m/r/N’ shows a sub-lexical compo-
sition: an independently known distributive particle je- (cf. je-weils ‘each
time’), the definite article morpheme d- (der, die, das), and a strong adjecti-
val inflection.

11
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(17) a. [je+d+ er ]/[gut+ er }/[D+ er]

V. D AgrA AgrA D AgrA

Leul (2009) convincingly shows that German jeder contains three overt mor-
phemes, with additional compelling evidence from Swiss German, and de-
rives a simple quantificational phrase like jeder Junge ‘every boy’ not by treat-
ing the quantifer word jede(r) as a prima facie Q(uantifer)° jede(r) combining
with its nominal argument; instead, Leu takes the three morphemes in
jeder as a ‘fused’ reflection of several minimal categories as shown in ({i8).
The xAP projection, following Leu, is an adjectival phrase analogous to a
relative (small) clause.

12
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(18) The derivation of jeder Junge:
D,P

Leu’s derivation thus proceeds along the following lines. The nominal ar-
gument, Junge, is first merged as complement to je’ and is subsequently
moved to [SPEc, AgrAP] in order to trigger gender and number agreement
(indicated by the -er exponency). The remnant jeP then moves to [SPEc,
XAP], where xAP is taken to be an extended adjectival projection, a struc-
ture that is analogous to a reduced relative clause containing an adjecti-
val article (D7) (analysed as a relative complementiser).[ In the penulti-
mate step, the NP moves further from [SpEc, AgrAP]| to a position above
xAP—this movement step, as Leu (2009: 185) puts it, is analogous to the
extraction of the ‘head of a relative’ from the relative clause. In the last
step, the entire XAP fronts to [SPEc, D,P], where the head sequence [,sp

7 SeelLeu (2009) for technical details.

13
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..je...d...er...] fuses as jeder when externalised.

Similarly, Katzif (2011) explores the morphological encoding of syntactic
positions in Danish definite NPs as shown in (i9), taken from Katzit (2011:

48, ex. 5).

(19) a. enstor gammel hest
1 Dbig old horse

‘a big old horse’

b. den stor-e gaml-e hest
per big old  horse

‘the big old horse’

(20) a. Noadjective, no intervention: N to D raising:

N

D NP D NP

N\
\

DP

-en N hest+-en

hest

b. Presence of adjective, intervention precipitates: no N to D rais-

ing:
DpP DP
/\ /\
D NP D NP
-en A(P) N d+-en A(P) N
gamele  hest gamele  hest

Another exemplar case-study of morphosyntactic structure we will draw
from, and introduce here, is the Italian indefinite determiner (phrase) qual-
unque, which Chierchia (2013b: 270-272) takes to be formed out of the wh-
word quale ‘which’ and the free-choice (FC) morpheme unque. Chierchia
(2o13B: 271; ex. 44b) assumes the following internal structure:

14
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(21) DP,
/\
D, DP,
| N
unque Dy NP

IV

quale libro

Note that the tree in (1) is a minimally modified structure from Chierchia
(ro13b: 271), where D,, labelled D' in Chierchia (2o13b: 271, ex. 44b), isa
left-peripheral head. Under his view, the D, head, quale, incorporates into
D, unque, which “originates in the left periphery of the DP and forces DP-
internal head-movement of the wh-word.” This movement obtains the for-
mation of a morphologically complete existential quantifier, a DP, qualunque.
In this thesis, specifically in chapter 3, we will be concerned with the his-
torical reflexes of PIE +k"”e, which, via Latin que, is visible as the the second
root in unque, which we further decompose into two left-peripheral heads,
maintaining Chierchia’s (2013b) analysis. We treat the unque morpheme as
in fact comprising of two morphemes, or roots, or heads.

(22) Revised morphosyntactic structure of qualunque:

DP
D' DP
D NP

VAN
un que quale libro

15
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(23) A shorthand notation for syntactic-diachronic discrepancy of (g3):

DP
up

Num/DP ymin/max

A\

un que

unque

Note also the internal structure of the Italian additive marker anche, which
we take as being composed out of a fossilised numeral component (an>un(o))
and a reflex of PIE +k"e, che (<Lat. que) of a y kind, as we will explore in the
main body of the thesis.

(24) Ashorthand notation for syntactic-diachronic discrepancy of the Ital-
ian Appitive marker anche:
ADDP

uP

Num/DP ymi"/ max

A\

an che

anche

This diachronic sub-structure in fact derives the synchronic meaning of
anche in Italian, which under negation (ney.;-anche) means ‘not even one’:
the negative morpheme (ne) contributes the negation, the head of a former
uP, che (<que,) contributes the scalar additive meaning along the lines of
‘also’ or (even) ‘even’ (as we will show for Latin in the next chapter) and

16
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1.3 * Theplan

the numeral component un provides the minimal member of the scale that
uranges over, yielding the correct interpretation.

This minimal exemplar of function-word-syntax serves as a model of the
kind of syntactic and semantic analyses we will be making in this thesis.
The next section provides a charted plan on the organisation of the present
work.

The plan

We have already preliminarily set-up the strongly decompositional pro-

grammatic thrust of the present work. The thesis strives to be decompo-

sitional on two levels, morpho-syntactic and semantic, and is accordingly

split into two logical parts. The first part, comprising of three chapters,

deals with morpho-syntactic decomposition of coordinate structures, while
the second part adds an interpretational component to the structure we

will be proposing. The break-down by chapters is as follows.

CHAPTER 2: JuNCTION We theoretically look at the syntax of coordinate con-
struction by first arguing for a binary branching analysis and then
upgrading it in light of empirical considerations. The core aim of
the chapter is to motivate a syntactically and semantically neutral
notion of ‘junction’, which underlies conjunction and disjunction.
With novel data from Tibetan, we try parametrising two types of co-
ordination constructions. We will also make some novel derivational
assumptions with respect to incorporation, which we ultimately sub-
sume within our Junction analysis.

CHAPTER 3: THE INDO-EUROPEAN DOUBLE SYsTEM Thischapter providesasyn-
chronic and diachronic analysis of coordinate structures in IE. Pivot-
ing on the core insights from the previous chapter, we show that [E
once possessed a much more Japanese-looking syntax and semantics
for coordination.

CHAPTER 4: THE COMPOSITION OF JP AND ITS INTERIOR Therefined syntax for
coordination from Chapter 3 is mapped onto semantic composition in
this chapter. The three core components (three functional heads) are
given a static logical form and the derivation of its various incarna-
tions is provided.

CHAPTER 5: SEMANTIC CHANGE The fifth chapter provides a diachronic take
on the compositional semantics of coordination and, specifically, quan-

17
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tification. We initially meditate on the question of the ‘quantifica-
tional split’ in early IE and we compare the (diachrony of the) IE y-
marking quantification with the early Japonic system. We plot a se-
mantic changein the quantificational p-system using Chierchia’s (2013b)
system, so as to derive the diachronic rise of the polarity marking in
Japonic and IE.

CHAPTER 6: coNcLUSION The last chapter provides the core conclusions of

18
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2.1

Junction

Introduction

This chapter aims to, first, argue in favour of a binary branching syntac-
tic structure for coordination in §2.3, rejecting flat analyses, and second,
upgrade (so to speak) that very binary structure in §p.3 by invoking addi-
tional structure as per the theoretical motivations of den Dikken (2006).
§2.3.1 puts some empirical flesh onto den Dikken/’s (2006) structure. The
following section (§p-3.2) fine-tunes the syntactic structure furtherin light
of some novel data concerning composed disjunction. §2.@ summarises
the chapter.

IDEAINANUTSHELL Theanalysis we motivate in this chapter—and to which
the remainder of the thesis is devoted—is a double-headed and double-
layered structure for coordination. We identify a coordinate layer, head-
ed by a J(unction) head (to be developed below), and an inner layer, which
encodes non-coordinate meanings ranging over quantification and focus,
among others. This is schematised in (25).
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(25) Junctional and sub-Junctional layers:

2.2 Motivating binarity

In perhaps the most recent and simultaneously the most extensive treat-
ment of coordinate syntax, Zhang (2010) has shown that the syntax of co-
ordination involves no special configuration, category, constraint or op-
eration. Based on her work, we will proceed to an assumption that the
syntactic structure of coordinate construction is binary as most notably
argued for by Kayne (1994: ch. 6), Zhang (2010) and, with minimal vari-
ations, Munn (1993). Earliest arguments for a binary-branching model of
coordinate syntax go back to Blumel (1914) with subsequent substantiation
from Bloomfield (1933), Bachl (1964), Chomskyi (1965), Dik (1968), Dougherty
(1969), Gazdar et all (1985), Coodall (1987) and MuadZ (1991), and many oth-
ersin thelast two decades. Following Kayne (1994), we take coordinators to
be heads, merging an internal argument (coordinand) as its complement,
and adjoining an external argument (coordinand) in its specifier, as per

(28).

(26) &P
XP/>\
&’ YP
coordinand,; coordinator coordinand,

20
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This syntactic model—let’s call it the traditional binary model (TBM)—cap-
tures, among other things, the (universal) generalisation that there can
be no coordinations of heads (g7) since the coordinator head &° requires
complements of maximal category (see Kayne 1994: §6.2 for elaboration).
As a brief illustration of this fact, see the Slovenian example in (7), which
confirms Kayne'’s (1994) ban on clitic coordination.

(27) " Janezme in te gleda
J me.Acc.cLand you.acc.cL watch.3sG.PRES

‘John is looking at me and you.

Munn (1993) and Zhang (2010) both presented arguments for the TBM at
length. Munn’s analysis has a formal twist that, in regards to the general
departure from the TBM, has to do with the derivation of the external coor-
dinand, which is base-generated or raised] to [SPEc, &P], as I am assuming
here (following Kayne 1994 and Zhang 2010).

MUNN (1993) In his influential thesis, Munn (1993) was among the very
first to explicitly treat and discuss the phrase structure of coordination. In
his Chapter 2, which we now briefly overview and from which we import
the main conclusions, he removes the stipulations about phrase structure
of coordinated phrases that refer specifically to coordinate structures.

Apart from [Gazdar etal | (1985), most studies in syntax of coordination have
generally and implicitly assumed a flat syntactic structure, along the lines
of (28), taken from Munn (1993: 11, ex. 2.1).The coordinator was taken to
syncategorematically adjoin to XP(s).

(28) XP

TN

XP XP and XP

Chomsky (2013), for instance, presents arguments from the view of labeling where a co-
ordinate structure of the type [Zand W] results from raising of one of the coordinands.
Chomsky assumes that the possible base-formed constituency of a coordinate construc-
tion, headed by a label-lacking terminal (&” in our discussion), is [, &° [ ZW]], capturing
the semantic symmetry of coordination. In order to label 6 (with competing Z and W la-
bels in base-form) and « (unlabellable since &° has no label), one of Z, W must raise, say
Z, yielding [, Z [, & [¢ (z) W]]. (Chomsky, 2013: 46)
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The structure in (p8) is problematic for several reasons. Firstly, the struc-
ture is hardly a phrase since it is not headed and, as such, it violates X-
bar theoretic endocentricity. If all lexical items project phrasally, and if a
functional work like and is a lexical item, which requires not much prov-
ing, then not all lexical items project a phrase. This either jeopardises the
projection principle or else confines coordinate structures to a position of
exceptions and stipulations. Alternatively, if the structure is not flat, then
the X-bar theoretic template would extend to coordination, which would
re-establish theoretical consistency and conceptual advantage. Munn (1993)
arguest against ‘flatness’ of coordination, proposing a hierarchical and X-
bar conformant structure. Taken from Munn (1993: 13, ex. 2.3) and given
in (R9), are two syntactic structures summarised in Munn (1993): (e9d) rep-
resents a Spec-Head structure which Munn first defended, which isin line
with the phrase structural assumption we made in (2G), based on Zhang’s
(2o10) work. The structure in (2gbh)) presents the structure Munn (1993) even-
tually argues for.

(29) a. Spec-Head BP: b. Adjoined BP:
BP NP
/\’ TN
NP B NP BP
N\ N
B~ NP B~ NP

The choice between the two structures is, from a modern syntactic theo-
retical perspective in light of the label-projecting theories of Cecchetto and
Donati (201d), Chomsky (2013), and Adger (2013), among many others, vac-
uous. It is for this reason that we do not revise (d), which will shortly be
upgraded in p.3, retaining the Spec-Head or Adjunction structure.

A strong argument that Munn (1993: 16-37) puts forth in favour of hier-
archical arrangement of coordinate structure, among other pieces of evi-
dence, comes from binding asymmetries between the first (external) and
the second (internal) coordinand. As shown in (§d), taken from Munn
(L993: 16, ex. 2.7), the first (external) conjunct can bind into the second
(internal) conjunct (§od), but not the other way round (god).

(30) a.  Every man; and his; dog went to mow a meadow.
b. ™ His; dog and every man; went to mow a meadow.

While under an analysis assuming a flat structure (29), the prediction of
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these asymmetries does not obtain, both the Spec-Head and the Adjunc-
tion structures (29) can account for (§d) by virtue of asymmetric c-command
relation holding between the conjuncts.

The following section is devoted to exploring the idea that a TBM structure
in (RG) is not quite detailed enough. Consider the idea that coordinator
words like and in English do not in fact sit in &°. In the following three
subsection, I motivate a revision of () along these lines: instead of one
coordinator position, three are proposed to accommodate some empirical
facts.

2.3 Upgrading structure: den Dikken (2006)

Assuming a binary branching structure for coordination (2d), den Dikken
(2oo6) argues that exponents such as and and or do not in fact occupy the
coordinator-head position as indicated in (@) but are rather phrasal sub-
sets of the coordinator projection, with their origins in the internal coor-
dinand. The actual coordinator head, independent of conjunction and/or
disjunction which originate within the internal coordinand, is a junction
head, J°, a common structural denominator for conjunction and disjunc-

tion.
(31) JP
XPpP
1° andP
T~
coordinator and’ YP
coordinand,; (silént) ar‘ld coordi‘nandz

The core motivation for den Dikken’s postulation of the silent presence of
J° is to capture the distribution of the floating either in English. As Mylet
(20132) succinctly summarises:

(32) den Dikken'’s either is a phrasal category and can be adjoined to any
XP as long as:

a. XP is on the projection line of the element focused in the first
disjunct; and
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b. XPisnot of C category; and
c. no CP node intervenes between either and the focused element
in the first disjunct; and

d. either surfaces to the left of the aforementioned focused element
at PF.

This characterisation of either predicts its floatation (optional height of ad-
junction), which is, in den Dikken'’s words, either too high (83) (his 1) or
too low (34) (his 2).

(33) a. John ate either rice or beans.
b. John either ate rice or beans.
c. Either John ate rice or beans.

(34) a. Either John ate rice or he ate beans.
b. John either ate rice or he ate beans.

The floating either may thus move within or, apparently, beyond the first
coordinand projection (XP). Note that the subphrasal components to J°,
namely both-, (wh/n)either-, and- and or-headed phrases that]° glues together
are predicted to be structurally independent by virtue of their phrasal sta-
tus. The fact that the constituent [,,4p and XP | is disallowed in English (cf.
Munn 1993) follows from different lexical specifications. As we will see in
the following chapter, this factor need not be at play, making and-XP-like
sequences possible.f

Employing (in his words, the abstract head)]J°, den Dikker/’s account cov-
ers and explains not only the either...or coordinate constructions but also
the whether...or and both...and, which are unified under the structural um-
brella of JP structure. den Dikken (2006: 58) takes the head introducing the
internal (second) coordinand not as the lexicalisation of J° but as a phrasal
category establishing a feature-checking relationship with abstract J° in-
stead.f There is no principled reason in his account according to which
J° would resist or be banned from lexicalisation. For den Dikken, J° is an
abstract ‘junction’ category inherently neutral between conjunction and
disjunction for which no overt evidence is provided since his account rests

We in fact already encountered such sequences in the very fist example (g1da). We develop
a story behind such construction in detail in chapter three.

In the following chapter, a diachronic analysis of IE coordination is developed, which
hinges on the feature-checking power of 7.
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on J° not being lexicalised. I take it as a reasonable hypothesis that there
may be languages, which overtly realise this junctional component of co-
ordination. The following section provides three sets of empirical evidence

. . 0
for overt realisation of J°.

2.3.1 THE HIGHER FIELD: TRIADIC CONJUNCTION

A proof for a fine-grained (double-headed) structure for coordination, like

the onein (35) would be straightforward: to find evidence of morpho-phonological
exponency of all three heads—J° and the two conjunctive y’s. We call this
triadic (exponency of ) conjunction.

(35) Jp
P T
yo/,?rdinandl J° uP
yo/,mnandz

sLAvoNIc  Macedonian boasts arich set of overt coordinate positions. Aside
from the standard (English-like) type (§8) and a polysyndetic (both/and-like)
type (B7) of conjunctive structure, Macedonian also allows a ‘union of ex-
ponency’ of the latter two (g9):fl

(36) [Roska]i  [Ivan]
R and I
“Roska and Ivan.”

(37) [I Roska] [i Ivan]
and R Jand I
“both Roska and Ivan.”

(38) [Roska]i [i Ivan]
R and and I
“Roska and also Ivan.”

4 The following data was initially provided to me by my informants Ivan Stojmenov and
Roska Stojmenova. Another informant, Ena Hodzik, confirms and accepts these judge-
ments, hencelam assuming that this grammaticality pattern extends to standard Mace-
donian.
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(39) [i Roska]i [i Ivan]

and R and and I
“Not only Roska, but also Ivan.”

JP
HP/X
o/\ 0
u DP ] uP
\ T \ — T~
i Roska i u° DP
| PN
1 Ivan

Snejana Iovtcheva (p.c.) also informs me that Bulgarian, or at least the
Haskovo Region dialect of Bulgaria, also boasts the triadic realisation of
coordination and additive markers. The question given in (41) can be an-
swered with a rich set of homophonic conjunctive and additive markers as
(g2) shows.

(41)

(42)

amai Roskali beshe na partito?
but and/alsoR.  Q-liwas at party-the

‘But was R also at the party?’

i Roskai 1 Petari 1 Dimitari 1  Moreno,
alsoR and also P and alsoD and also M
vsichki bjaxa na partito!

all were at party-the

‘Not only Roska but also Petar and (also) Dmitar and (also) Moreno
were all at the party!’

Adversative-flavoured triadic conjunction is also a possibility in SerBo-Croatian
(14), which may optionally co-occur within the repetative additive con-
struction (&3), just like in Hungarian below.

(43)

26
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b JP
up/>\
S 0
U DP INESY vP
\ PN — T~
i Mujo u° DP
\ PN
1 Haso
(44) a. 1 Mujoai Haso
uM - JuH
‘both Mujo and Haso / Not only Mujo but also Haso’
b JP
up/>\
IS 0
u DP V(2] uP
\ PN | 0/\
1 Mujo a U DP
! PN
i Haso

HUNGARIAN Beyong Slavonic (and Indo-European), we also find triadic ex-
ponency of conjunction in Hungarian, which allows the polysyndetic type
of conjunction with reduplicative conjunctive markers:

(45) a. Katiis Mariis

K p(M y
‘Both Kate and Mary’
b. JP
e
/\0 0
Dp u I uP
PN \ o
Kati is DP i
PN \
Mari is

On top of (#5), Hungarian allows the optional realisation of the medial con-
nective és co-occurring with polysyndetic additive particles is (Szabolcsi,
20140: 17, fn. 21):
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(46) a. Katiisés Mariis
Kopw] M

‘Both Kate and Mary’
b JP
up/>\
— 0
Dp u INES uP
A ‘ I T
Kati is és DP i
PN \
Mari is

CAUCAsSIAN Avar, a northeast Caucasian language of Dagestan, also pro-
vides such evidence. Avar boasts three structural possibilities for conjunc-
tion. It firstallows coordinate constructions of the polysyndetic (Latin...que
...que, Japanese mo/mo) type (&8), which, according to our JP system, in-
volves two overt y heads and a silent ]0[_ NE Take the following data re-

ported in a reference grammar (Alekseev and Ataev, 2007).

(47) Ravzamgi Umukusum gi
R v (U U
‘Ravzat and Umukusum’ (Alekseev and Ataevi, 2007: 105)

The following examples, provided by my informants Ramazanov (p.c.) and
Mukhtarova (p.c.), are in line with the enclitic character of the gi marker
as described in the reference grammar (Alekseev and Ataev, 2007), which
we take to be overt instantiations of the y head. The following example and
the accompanying analysis in (g8) show this.

(48) a. ketogi hvegi
cat y (J)dogu
‘cat and dog’
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b JP
HP/>\
— T, 0
NP U J -] up

N \ T
keto gi NP u°

PN |
hve gi

Taking gi to be of y category, we predict it to feature independently given
the prediction of subphrasal-status of complement to J°. This in fact ob-
tains and the gi-phrase—a pP—exhibits additive (focal) semantics. The fol-
lowing shows the strings and (generalised) structures of such yPs in Avar.

In (g9a), the mu marker gi follows the verb and intervenes between the verb
(g’yelb, ‘know;) and its object ('ala, ‘this’). Its presence triggers antiex-
haustive focus on the verb alone. Syntactically, we assume that the ob-
ject (assumed to be an NP) moves to left-adjoin to the VP, as indicated by
i-movementin (g9b). The remnant VP is then taken to move and left-adjoin
to the yP (j-movement), which obtains the focus reading with locally gen-
erated alternatives to ‘know’.

(49) a. Dida|[g’yebgi]l'ala
I  know y this
‘I even know this’ (as opposed to just remember, for instance)

b. TP
T
PN
Dida T° uP
—
g’yelb u° VP
| T
gi NP (VP;)
PNy —
l'ala v° (NP;)

(50) a. [Dlda gi| g’yeb l'ala
u know this

‘EvenIknow this’ (as opposed to you knowing this, for instance)

29



CHAPTER 2 * Junction

b.
/\
NP
PN
Dida gi \Y NP
| AN
g’yelb I'ala

Aside from the polysyndetic type (28), Avar also allows an English-like con-
struction with a conjunction marker placed between the two coordinands,
which we take to be a phonological instantiation of J°:

(51) a. keto vahve
cat(y)J dog (k)

‘cat and dog’
b JP
HP/>\
/\o 0
NP =] J P

PN \ /\O

keto va NP Y
PN
hve

It is the third and last type of construction that Avar allows which is typo-
logically novel and, for our purposes, mostintriguing. The last type shows
a ‘union of phonological realisations’ in (g8) and (E3) and the triadic expo-
nency of conjunction. In this construction type, both y heads as well as ]
are realised simultaneously.

(52) a. ketogivahvegi
cat p J doguy
‘cat and dog’
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b JP
HP/>\
— 0
NP U J P

N | | T,

keto gi va NP U

PN |
hve gi

Among the Dagestanian languages, Dargi also boasts bisyndetic conjunc-
tion, as van der Berg (2004)) reports. Similarly to Avar, Dargi allows realisa-
tion of both the ] morpheme as well as the y morpheme, as (53) confirms.

(53) egerdi-la  k’dld.li-za-wca abdal le-w-ni wa
if [me-cEN castle-iLL-M one stupid present-m-masp(aBs)| and
il-ra hu w-i’-ni nu-ni ka(b)iz=aq-asli

[this-and you(aBs) M-be-MASD(ABS)| me-ERG pose:N=CAUS-COND.1

’

‘If I prove there is one fool in my castle and thatis you, ...
(van der Berg 2oo4: 201, ex. 14)

The silence of the leftmost y° can be explained independently on the grounds
that C° elements, such as eger ‘if’, resist incorporation, which seems to be
an empirical generalisation.f Although there is no data about it, we would
predict the triadic exponency in Dargi as we find in Avar.

I take the syntactic refinement of the coordination structure, proposed in
(B3), to be well motivated from the empirical perspective. Another empiri-
cal perspective, with a strong diachronic flavour, is to follow in Chapter 3.
The triadic conjunction data we have drawn from North-Eastern Caucasian
(Avar and Dargi), Hungarian and Slavonic is typologically and genetically
colourful enough in establishing a clear morphosyntactic pattern which
poses serious challenges for alternative syntactic theories of coordination.
The evidence is also strikingly uniform with respect to the predictions of
exponency that den Dikken’s (2006) JP system makes. There is currently
no alternative syntactic model of coordination, which could explain this
phenomenon of triadic conjunction options without further stipulations
since there is simply no syntactic room in the TBM for the third exponent.

See Hu and Mitrovid (2012), who theorise on this empirical fact and derive its narrow syn-
tactic universality.
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Our fine-grained system, however, can not only handle triadic conjunc-
tion without any problem, it even predicts its possibility.

In the following section, we turn to disjunction and further morphologi-
cal—and consequently structural—complexities associated with it.

2.3.2 THE LOWER FIELD:. N-ARY DISJUNCTION

In this section we explore the lower field, i.e. the internal structure of
the "phrasal subset’ of the Junction structure we motivated in §p.3.1. Now
that we have established the junctional structure for conjunctive coordina-
tion, where three heads feature, we turn to the lower (subjunctional) field
and disjunction. By drawing on (both synchronic and diachronic) data
from Caucasian, Slavonic and Tocharian, we show that polysyndetic dis-
junction is structurally complex—even more complex than our JP structure
would predict as it stands. Given our JP structure, we have so far shown
that the contrast between conjunction and disjunction is not encoded at
the J-level, as the TBM would suggest (544, but rather ‘subphrasally’, that
is, at the p/x levels (F4B) since junction syntactically—and semantically, as
we explore in Chapter 4—encodes a neutral operation that conjunction and
disjunction share.

(54) a. TBM analysis:: b. JPanalysis:
CoorP P
XP/X (COD]'P@
Coor’ YP A J°  ConjP/DisjP

Morphosyntacticevidence suggests, rather, thatdisjunction is not expressed
by non-simplex disjunctive markers, i.e. not by virtue of k heads alone
(F5a) but by a combination of k and y heads (55H).

(55) a. Simplex disjunction:
JP
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b. Non-simplex disjunction:
P

In this section, we will only argue for the existence of (§58) and not for
the non-existence of (F5a). As we will see, both options are empirically
instantiated. Chapter 4 provides an analysis of both structural options,
arguing that while (§53) is the compositional structure for non-enriched
(inclusive) disjunction, the structure in (§58) obtains enriched (exclusive
disjunction).

The hierarchical arrangements of heads in (55D0) is, for purposes of this
chapter, stipulative and will be motivated in the following chapters. The
motivation that will follow is two-fold: semantic considerations of com-
positionality will require us to posit the k particle (operator) commanding
the pP. Another motivation comes from the mapping of the two particles
onto a fine-grained left periphery of the clause in the sense of Rizzi (1997).
This will lead us to structurally and functionally equate y° with Foc®, and
k° with Force’. We will return to this point.

We submit evidence for the structure in (§5B) from three groups of lan-
guages: Slavonic (extinctand contemporary), Tocharian (extinct), and North-
East Caucasian (contemporary).

sLAVOoNIc We come back to Slavonic in this section, where we show that it
expresses (exclusive) disjunction of two arguments using four overt mor-
phemes, i.e. two sets of -y pairs.

Polysyndetic conjunction in SerBo-Croatian, among most other Slavonic
languages, is expressed using the p particle i, as we have already shown
in (#3)—repeated here as (58). The k particle liindependently features in in-
terrogatives, while the combination of the two particles obtains (exclusive)
disjunction.

(56) a. i Mujo 1 Haso
uM  (J)uH
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‘both Mujo and Haso’
b JP
HP/>\
o = 0
U DP IS uP
\ PN — T~
i Mujo u° DP
\ PN
i Haso

The k particle in SerBo-Croatian has the infamous second-position require-
ment, whichItake toberesolved through head movement, hence the struc-
ture in (57B).f The incorporation facts surrounding the position of the verb
in (570) need not concern us here too much.|

(57) a. Gledas 1i?
watch.2.SG.PRES K

‘Are you watching?’

b. KP (~CPpogc:)
/(\TP
- . =
\% K R A
\ \
gledas; li

In exclusive disjunction the y particle i head-moves just as the verb does in
(F7) given the second-position nature of [, li |. We will work out the details
of this analysis in the following chapter.f

There is a vast literature surrounding the Slavonic interrogative morpheme li and its syn-
tactic position. For an overview, see Riverd (1993) and references cited therein, among
others.

For technical details, see Roberts (2013).

Note that li is standardly assumed to be a C-element. In the analysis we started to develop
here, and which we will continue to develop in Chapter f, li is located VP- or even DP-
internally, cf. e.g., E8. To rectify this seeming theoretical disparity, we will assume a
type of semantics according to which DP disjunction (to be treated as junction of two po-
lar interrogatives) will denote the same set as the corresponding CP disjunction. Hence
all instances of DP-internal (or at least subclausal) structures featuring li in this disserta-
tion may be treated as elliptical disjunction of clauses. For very similar assumptions, see
Alonso-Ovalle (2006: 8o, fn. 17).
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(58) a. iliMujo i liHaso
prM  ()pxH
‘both Mujo and Haso’
b. JP

i N Mujo ¥ « t DP
o PN
i I Haso

Consider also Macedonian, which overtly expresses the two k markers (le)
along with a disjunctive flavoured J (ili).f

(59) Roskaleili Ivanle
R Kk J.oisjI  le
“Either Roska or Ivan (but not both).”

It may appear inconsistent that we decompose the SerBo-Croatianili as con-
taining two heads, morpho-syntactically spread between the J and the in-
ner k heads, yet do not decompose the Macedonian structure in (5g). That
is, we are assuming that SerBo-Croatian iliis composed of two heads, while
SE Macedonian ili is composed of one. We motivate this assumption em-
pirically, based on distributional evidence. Recall that SerBo-Croatian li is
an interrogative marker. In Macedonian, the li marker does not, while the
le marker does, serve an interrogative purpose:

(60) a. Ivane tuka
I is here
‘Ivan is here.
b. Ivanle e tuka?

I kK =Q s here
‘Is Ivan here?’

c. “Ivanli e tuka?
I kK =Q s here
‘Is Ivan here?’

o All the data is from Roska Stojmenova ¢ Ivan Stojmenov, p.c.
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Although the Macedonian leand limarkers above are similar in their phono-
logical form, I maintained that they are not the same lexical item. A com-
parable situation is found in Hungarian, where the is and és forms in an
example like (g6a), repeated here as (p1d), are phonologically similar but
semantically clearly different devices as (1) and (61d) show.

(61) a.  KatiisésMariis
K p)] M g
‘Both Kate and Mary’
b. Katiis
K u
‘Kate too/also. (Szabolcsi et al po13: ex. 24f)
c. " Katiés
K u
‘Kate too/also. (Barany, p.c.)

While the p markers és and is in Hungarian as well as the k markersliand le
in SE Macedonian very likely have common diachronic origins, they oper-
ate on different syntactic and semantic levels in contemporary varieties.

TOcHARIAN Another language showing complex disjunctive markers is To-
charian, the most recent extinct Indo-European language to be discovered,
the written remnants of which were found in modern China. Among other
conjunctive particles, Tocharian boasts an additive particle pe ‘also’, which
we take to be a superparticle of y category. As predicted, pe independently,
i.e. not embedded within a JP structure, obtains an additive reading, as
shown in the string of data and generalised analysis in (63).

(62) a. peklosam nani
{l ears.DU1.GEN
‘also my ears’ (5: 53, b3/ A 58b3; Zimmer 197G: 90)
b. up

/\
0

u D)
|

pe klosam nani

When forming a part of a coordinate structure, pe takes on a conjunctive
function. Data in (63) shows conjunction with an overt pe expressed in the
last nominal conjunct.
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(63) moknac nispal ma
for.an.old.man.m.sG.ALLT property.sG.NOM NEG
tasdl, ma $u ypeya
to.be.laid.up.m.sc.Nom (J) NEG over land.sG.PERLT
mskantasac, ] ma
for.those.who.are.PRES.3.PRPL.ACT.M.PL.ALLT (J) NEG
empeles omske sac, ma pe tampewatsesac

terrible.m.prL.oBL evil. M.PL.ALLT (]) NEG and powerful.M.PL.ALLT

‘For an old (man) property (is) not to be laid up, not for those who
are over the land (?), not for the terrible, the evil, and not for the

powerful.’ (TA, Punyavanta-Jataka, 26*")

Disjunction, surprisingly, features the same y superparticle. The disjunc-
tion morpheme is internally composed of a morpheme e- (to be addressed)
and the pparticle pe, as (b4a) shows. (bab) gives the structure for the string—
the kand p projections are taken to be head-final, which is consistent with
the general head-final properties of Tocharian, such as object-verb order
and postpositional secondary cases.[q

(64) a. ckacare-pe $am e-pe
sister k-pu wife k-

‘either sister or wife’  (TA, Punyavanta-Jataka, TIII § 72.6™P)

e- Ut sam K uP
| N
pe e- 4
|
pe

We return to Tocharian in §g.4.7.

10 SeeAshton (2o11) for details.
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NORTH-EAST cAUcAsiAN The third empirical stock of evidence for composed
disjunctive markers comes from Dargi (North-East Caucasian). Take first
a disjunction of two negative clauses:

(65) nu-ni umXu sune-la mer.li-¢i-b b-arg-i-ra, ammaya
me-ERG key(aBs) self-Gen place-sur-N N-find-aor-1but  «
pulaw, vya‘®ir‘d  he-d-arg-i-ra
pilaf(aBs) k hen(aBs) NEG-PL-find-A0R-1
‘I found the key at its place, but neither the pilaf nor the chicken
was there. (van der Berg poo4: 203)

Recall that conjunction obtains polysyndetically using an enclitic ra y par-
ticle:

(66) il.a-la  burus rayurgan ra “dnala ra kas-ili
this-ceN mattress(aBs) y blanket(ass) y pillow(aBs) u take-cer
sa(r)i
be:pL

‘(They) took his mattress, blanket and pillow.’
(van der Berg 20oo4: 199)

Exclusive disjunction, on the other hand, features both y and « particles,
as evidence in (67) shows, along with the coordinate structure of the object
in (b).

(67) a. yarapilaw  b-ir-ehe, yaranerg b-ir-ehe
k u pilaf(aBs) N-do-FuT.1k p soup(aBs)N-do-FUT.1
(‘What shall we make for lunch?’) “We’ll make (either) pilaf or

soup. (van der Berg 2oo4: 204)
b JP
KP/B\
;> ;
K uP ] KP
| 7 > 0/\
ya u DP K up
| A ‘ O/\
ra pilaw ya u DP
AN
ra nerg
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2.4 * Towards a typology of coordination kinds

The same compositional pattern is found in Avar, which expresses exclu-
sive disjunction using a composed morpheme expression, containing a
particle ya, the same one as in Dargi, and the gi particle, whose p status
has been independently motivated.

(68) yagiSashayagiVanya
K U S K uV
‘either Sasha or vanya.’

Towards a typology of coordination kinds

In this section, we explore the typology, or limits of possibilities, of co-
ordination types, showing that at least three types of coordination con-
structions exist, at least insofar as the optional realisation of coordination
markers is concerned.[]

(69) a. English type (optional drop of all but last conjunction marker)
b. Tibetan type (optional drop of all but first conjunction marker)
c. Dravidian-Hungarian type (no optional drop of conjunction mark-

ers)fi

By ‘drop’, we will mean the phonological silence and maintain syntactic
presence. Additionally, we will need to distinguish between two types of
coordinate markers:

0 .
1. y -type markers: one marker per conjunct

0 . .
2. ] -type markers: one marker per two conjuncts / per pair

Let us first briefly remark on the syntax and phonology of polysyndetic co-
ordination, i.e. the type of n-ary coordination (generally for n > 2) involv-
ing multiple realisations of the coordination marker. Take the following
example from SerBo-Croatian:

(70) Fatapoznajei Mujui Hasui Smaju
F  knows andM andH andS
‘Fata knows not only Mujo but also Haso and (also) Smajo’

In this section, we focus on conjunction alone but tentatively assume that the generali-
sation on typology extend to disjunction and disjunctive markers.
For a discussion of this class of languages, see Mitrovid (2014).
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Since we have motivated a double-headed coordination structure, we take
(7d) to feature two silent Junction heads, yielding three coordinand slots,
each of which is additionally headed by a 1i°, realising asi ‘and’ in the case
of SerBo-Croatian. For polysyndetic cases, we will motivate a left-branch
recursion, along the lines of the two structures in (71).

(71) d. COORDINATION OF TWO COORDINANDS:

JP
uo XP ]o
u’ YP
b. COORDINATION OF THREE COORDINANDS:
JP
JP
]O
woxp J° WooYp
W”ooyp

The formal principle of polysyndetic coordination that Zwart (2005) pro-
poses only states that the number of overt coordinators (r) is equal to the
number of coordinands (d), where the latter count only ranges over J° heads

in our system, ignoring sub-junctional heads like y°. In (73), we list some
cardinality properties of the proposed system of leftward recursion, taken
from Mitrovid (2011: 35, ex. 2.48).

72) Formal correspondence of syntactically and phonologically realised
p y y p gically
1’ and J° coordinators (r) and coordinands (d) in polysyndetic con-

structions
a. the number of phonologically realised y” heads:
fpo = d

b. the number of phonologically realised J° heads:
=d-1

c. the number of all syntactically present (con)junction markers
(J° + 1°, covert+overt):
Moy =24 -1
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Comparing the number of over coordination markers in a language like
SerBo-Croatian in (7d) with a language like English, we notice that English
employs one less coordinator for an n-ary sequence of coordinands. We
take this observation and the correspondences listed in (f3) to be prelim-
inary diagnostics for the coordination structure. Since SerBo-Croatian (f7d)
falls in the (723) category above, we classify SerBo-Croatian as a y-marking
language; conversely, since English falls in the (725) category above, we
classify English as a J-marking language.

We now turn to scrutinising a theoretically implicit generalisation regard-
ing linearisation of coordinate structures. Kayne (1994: 57) states the fol-
lowing pair as asymmetrical and signalling that the coordinator must oc-
cur before the last coordinated DP (his 1 and 2)

(73) v Isaw John, Bill and Sam
(74) " Isaw John and Bill, Sam

While the above symmetry holds for English, thereisatleastonelanguage,
Tibetanfj, which confirms the non-universality of such an asymmetry. The
following examples are from Classical Tibetan, taken from Beyer (1992:
241). While the first example (75) shows a pattern similar to English, the
second one (f7d) is unlike English in that it is in stark contrast to Kayne’s
asymmetry above.

(75) N5= &5< Ass g
sa-dan  tShu-dan me-dan rlun
earth-and water-and fire-and air
‘earth and water and fire and air’

76) N§§ A R
sa-dan  tShu me rlun
earth-and water fire air

‘earth, water, fire, and air’
The following two strings, then, are natural linguistic possibilities:

(77) v Isaw John, Bill and Sam [ENGLISH]|
(78) v Isaw John and Bill, Sam [TIBETAN]

13 I'm grateful to Joseph Perry (p.c.) who drew my attention to this fact, which has, to the
best of my knowledge, not received formal treatment.
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The desideratum is to derive both possibilities from a single syntactic struc-
ture, thatis, assuming on conceptual grounds thatall natural language co-
ordination structures are uniform and that the differences in the patterns
of realisation may be accounted for by appealing to different mechanisms
(e.g., at the level of phonology).

The polysyndetic syntax we are assuming is the left-branching one devel-
oped in Mitrovid (2011), as shown in (fg), where y° is a variable over connec-
tives such as p°, k° or den Dikken’s (2006) subjunctional and in English.

(79) An n-ary coordination tree for polysyndetic exponence:

A\ ]0 XP XO 7P
e 0 i~
. ] xP x WP
0/\
X YP
¥ XP
ENGLISH: earth @ water @ fire and wind
TIBETAN: earth dan water @ fire @ wind

We further account for the exponence asymmetry shown in (fq) by appeal-
ing to the notion of Chain Reduction (CR) (Nunes, 2004) and the distance
calculated at two separate modular procedures of the post-syntactic deriva-
tion. (We explicate the notion of chain below.) With respect to the struc-
ture of the Spell Out, we adopt Arregi and Nevins'’s (2012) theory. This the-
ory also allows for parametrisation, which will capture the two exponence
types as postsyntactic parametric possibilities, stemming from a single
structure underlying the two types. We assume that this ‘parameter’ is
calculated post-syntactically, at the sensory-motor interface.

(80) LINEARITY-SENSITIVE EXPONENCE PARAMETERS FOR -ARY COORDINA-
TION:
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a. English: From left toright, reduce coordinate chain and assign
phonological index to the structurally closest terminal (from
left to right).

b. Tibetan: From left to right, reduce coordinate chain and assign
phonological index to the linearly closest terminal (from left to
right).

In contrast, a y-marking polysyndetic language like SerBo-Croatian, in-
volves an extra conjunction exponent. Compare the number of conjunc-
tion markers in (7d), repeated below in (81), with the number of markers
in English (83)

(81) Fatapoznaje[i Mujui Hasui Smaju]
F  knows andM andH andS
‘Fata knows (both) Mujo and Haso and Smajo’ [r=d]

(82) John knows [Bill and John and Mary]. [r=d-1]

The polysyndetic data is problematic for all approaches which assume a
single coordination head (such as Chomskyi 2013, for instance). For coor-
dination of three coordinands, a p-marking language like SerBo-Croatian
realises three conjunction markers, while a J-marking language like En-
glish realises two, in line with (f3). A y-marking language is thus analysed
justas Tibetan or English, modulo the shift of phonological realisation from

J° toy’ in (79).H

Munn'’s (1993) analysis of polysyndeticity, or iterated conjunction as he
calls it, assumes a multiple adjunction to his Boolean Phrase (BP). Take
a conjunction string like Tom, Dick, Harry and Fred analysed in (83) a la Munn
(1993: 24, ex. 2.18).

I am not aware of any Tibetan-styled y-marking language, which would realise the lin-
early closest y-marker. This is a possibility our system allows, ceteris paribus.
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(83) Polysyndetic (iterated)conjunction as multiple adjunction to the Munn/’s

(1993) BP:

NP
/\
NP BP
PN T
Tom NP BP
P T~

Dick NP BP

= >
Harry B NP
\ P
and Fred

It is not clear how Munn (1993) would structurally treat polysyndetic con-
junction with overt exponents. To maintain endocentricity, I suppose he
would have to resort to multiple BPs and not just a single one with multi-
ple adjunction slots. Once this is stipulated, the structure has one other
difference, namely right-branching recursion, while we have maintained
a left-branching recursion.

This brings us to another matter implicitly unresolved in (8d), where we
have introduced a notion of coordinate chain. Conceptually, we would like
to capture the core empirical observation that coordination is unbounded
and reconcile this universal with using a theoretical tool which would al-
low recursive copying of the coordinate structure. We therefore stipulate a
coordination chain generalisation:

(84) JP CHAIN GENERALISATION
A JP may freely copy and adjoin a copy of itself to itself.

The informal stipulation above translates into a generalised structure in
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2.5 % Anunfolding theory of head complexes

(85) A copy-theory of polysyndetic derivation:

JPy

JP,

The triangular structures are used to specify the coordinand positions.

An unfolding theory of head complexes

This section is devoted to modelling a derivation, which integrates the three
positions headed by J°, k” and ;i°, as discussed and motivated so far. We

do this by adopting Shimada’s (2007) novel model of head movement. In
the first half of this section, we review the core derivational mechanics

thatShimada (2007) puts forth for the derivation (‘unfolding’) of the clausal
spine. This half will basically summarise Shimada’s programme in detail.

As we do so, we also identify some outstanding problems with the model

and upgrade itaccordingly as we go along. In the second half, we apply his

derivational theory to account for the subjunctional heads we have identi-

fied in the last sections of this chapter.

Shimada’s model solves two problems that head movement poses for a min-
imalist programme and which have remained unsolved. One of these prob-
lems concerns binding and Percus’s (2000) generalisation, which we leave
aside. Instead we start with a focus on the architectural problem of head-
movement.
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HEAD MOVEMENT AND ITs PROBLEMs The core characteristic of head move-
ment is problematic. Head movement, or incorporation, is understood as
displacement of (i) the minimal category (head/X") to (ii) a non-root posi-
tion via adjunction. There are two undesired effects of such mechanics
in light of the minimalist programme: (a) first, the movement is non-
extensional since it does not target the root node, as/Chomsky (2001: 37-38)
observed, and (b) movement results in lack of a c-commanding relation be-
tween the moved element and its trace. Both of these problems seem to be
the same, asIan Roberts (p.c.) reminds me. Roberts (2010: 50-65) develops
a Minimalist model of head movement where the Extension Condition,
which head movement violates, “need not be formulated as an indepen-
dent condition in Chomsky (2008), but that instead its effects derive from
Edge Features (EF).” (Robertts, 2010: 213) We will return to Roberts’s (2010)
model at the end of the section as we integrate it with Shimadal (2007).

To solve this problem, Shimadal (2007) proposes a derivational theory where
the functional heads of, say, a clausal spine start their derivational lives by
primarily assembling into a head complex (8G) and in the course of deriva-
tion these heads move out and unfold (hence the title of the section).

(86) V°

We will look at this model in detail below; let us first review some previ-
ous takes on head movement, which will contextualise Shimada’s (2007)
proposal.

Head movement has been part of generative theory since the very begin-
ning, with the first proposed incarnation in Chomsky (1957) in relation to
Affix Hopping, and in continued discussion thereafter. As Roberts (2010:
6) notes, it was only in the Covernment ¢ Binging era that the idea re-
ceived theoretical solidity and a series of theoretical postulates were pro-
posed, which in turn provided a clear and theoretically stable characteri-
sation of head movement in the eighties, due mainly to the work on the
topic by Koopmarn (1983), [ITavis (1984) and Bakeq (19854, 1988).

One of the most influential analyses involving head movement is PollocKk’s
(1989) parametric take on the difference between French and English verb

46



2.5 % Anunfolding theory of head complexes

placement.

(87) adverb ) verb
a. John often kisses Mary
b. *Jean souvent embrasse Marie
J] often kisses M
‘John often kisses Mary’
(88) verb ) adverb
a. " John kisses often Mary
b.  Jean embrasse souvent Marie
]  often kisses M

‘John often kisses Mary’

Assuming, on independent grounds, that adverbs attach to the VP, Pollock
(1989) proposed to account for the contrast above by a positing V°-move-
ment parameter: the lexical verb embrasse is said to raise to T° in French
(89d), while the tensed verb kiss gets its inflection via a T° lowering onto V°

(B9b)

(89) The raising/lowering analysis of verb placement in French/English
(Shimada, 2007: 3,4):

a. Raising: b. Lowering:
TI
/\
T’ VP

/\/\

v 97 souvent V'

From the minimalist perspective, both instances of movement are prob-
lematic. Neither of the moved heads c-command their trace position. How-
ever, in the raising scenario, the head m-commands its trace, while m-
command does not obtain in the lowering instance but we leave other kinds
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of command aside. In terms of adjunction, the raising analysis accords
with the Kaynedan rule of thatadjunction should always be to the left, which
the lowering analysis violates. Both structures also violate the Extension
Condition of Chomskyi (1993, 1995) since neither of the cases of movement
increment the structure by adding a sister at the root to an existing tree.

One attempt, but in no way a solution, as we review below, to resolve the
Extension Problem of head movement is Matushansky’s (2006) two-step
analysis. In a minimalist spirit, Matushansky assumes that, in the first
(syntactic) step, the uninterpretable features on a head (itself defined as
a syntactically indivisible bundle of formal features) trigger movement of
the head to the root of the tree, mechanically akin to phrasal movement.

In the second (morphological) step, an operation called m(orphological )-merger,
itself distinct from movement, applies to two heads which (i) are adja-
cent but (ii) do not form a constituent (iii) and nothing intervenes between
them. Derivationally, her theory in two steps can be summarised in (gd).

(90) a. Stepr: b. Stepz:

The extraction of the three properties of m-merger above are my own since
Matushanskyi (2006) does not formally define the concept. While Matushan-
sky’s m-merger model prima facie resolves the Extension Problem by positing
an extensional first step via movement of a minimal category to the root of
the tree, this movement fundamentally requires access to non-root nodes
of the tree in the second (morphological) step. AsShimadal (2007: 5) notes,
the two trees, each representing a step in Matushansky’s model, may be
represented in bare phrase structural terms below. Adopting Shimada’s
notation, (Y,X) : {Y,X} represents a syntactic object created by adjoining Y
to X.
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(91) {YX {X YP}} via (gda)
X {(Y,X): {Y,X},YP} via (pab)

The reconfiguration and transformation of a first-step structure [ yp Y’ [y

X’ YP 1] into the second-step constituency [xp [ Y° X° ] YP ] via m-mer-

ger, Y’ is required to ‘look into’ inside its sister, break it down and itself be
merged with the head of its sister. As Elaine Schmidt (p.c.) observes, there
is nothing stopping us from m-merging anything (with anything) once m-
merger is divorced from syntactic constraints and, ceteris paribus, allowed to
apply across the board. The uninterpretability condition that needs to be
met by the two minimal categorial m-merger candidates potentially allows
the constinuency-breaking m-merger of all adjacent terminals in a given
structure, which over-generates the phenomenon of head movement as it
stands.

AsShimada (2007: 5) observes, not only are the constituency reconfiguring
morpho-syntactic operations that Matushanskyi (2006) proposes all illicit
by the minimalist assumptions of derivational mechanics, but the require-
ment of access to non-root nodes feeds the Extension Problems, which per-
sists despite thereformulated, and mechanically troubled, take on the prob-
lem.

While head movement is assumed not have semantic effects (Matushan
skyl, 2oo@: 71), Matushansky’s derivational model seems to predict two dis-
tinct compositional possibilities, depending when in the derivation m-mer-
geris supposed to take place. If m-merger is post-syntactic, i.e. if it follows
transfer (or spell-out), then the phrase XP headed by the triggering head X°
carrying [uF], would end up in a sisterhood relation with the moved head
Y’; as a result, the functional application would apply at the root of the
tree. On the other hand, if m-merger is narrow syntactic, in that it pre-
cedes the transfer, the two heads X° and Y° would be in a sisterhood config-
uration, yielding functional application within the X-head-complex. Ma-
tushansky (2006), however, maintains that m-merger applies as soon as it
can, which we understand as meaning our latter (narrow syntactic) ‘tim-
ing’ option, making the m-merged head-complex an input structure to se-
mantics.

Similarly, Shimadal (2007: 6) notes that while head movement has no se-
mantic effects (however, cf. Roberts2010: 17-23), it does result in a seman-
tic composition different to a structure without head movement. Let’s re-
turn to V-to-T raising/lowering analysis (89) and semantic consequences
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of interpreting Tense. Take a (generalised) compositional analysis of rais-
ing/lowering below, taken from Shimada (2007: ex. 10) where a checking
theory is assumed for the so-called lowering.[]

(92) a. Raising: b. Noraising:
TP TP
//\ /\
T’ ((e,0),0) T’ (1)
T — ‘ o
(e,v) T Af € Die (1) PRES (e) (e,T)
‘ o~
PRES (e) (e,v)
|
dance Bella t Bella dances

Given that the French and English meanings behind verbs are independent
of their high/low position, we need to ensure that both kinds of verb place-
ments receive the same interpretation. In the case without raising, we in-
terpret the structure generally as follows. Since the argument (Bella) is an
entity of type e, the unergative verb like dance that takes the argument (of
type e), has to be of type (e, 1), for some semantic type 1, returning a value
of that type t. In case of raising, we assume that the verb dance retains its
type as it incorporates, leaving a trace behind of the same type.

Matushanskyi (2006: 102-104) addresses the issue of compositionality and
the fact that verb movement often lacks LF effects. She finds the reason for
verbal minimal categoriesundergoing movementin their being predicates—
as such, they semantically undergo predicate abstractions (Heim and Krat
zet, 1998: 96-97). This operation allows us to interpret the verb in its orig-
inal copy (trace) position. Matushansky thus concludes that “whether we
assume that predicates must reconstruct. . . or allow them to be interpreted
in their final position, the outcomeis the same: predicate movementis not
reflected at LF.” (Matushanskyj, 2006: 103)

This, however, predicts, prima facie, that a verb V, with the same meaning

Following Shimada (2007), I insist on the typographically appealing, but technically in-
correct, representation of ‘unary types’ as unary tuples. Hence, I may represent an item
of type e as type (e).
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in two different languages will compose differently (as we briefly explore
below): in a verb-raising language, V, will of a heavier type than v, in a
language that does not require verb raising. Therefore, whether the se-
mantic outcome is the same or not does not preclude the same means of
arriving at such an outcome. The fact remains that head movement, if
indeed narrow syntactic as we will want to maintain, following Roberts
(2o1d) and Shimada (2007), has compositional effects, regardless of whether
or not these effects are reflected in the interpretation.

The compositionality of a raising analysis in (p2a) thus leads us to posit
that the T° carrying pREs is, as Shimada (2007: 6) observes, either of type
e or type ((e,v), p), for some semantic type p. The first option, that PREs
is of type e is excludable on conceptual grounds since Tense does not have
a set of entities as its extension (just like verbs for that matter). The sec-
ond option involving a type-heavy meaning of T’ is technically tenable but
conceptually doubtful since we would then have to posit two different type-
kinds of T heads across languages: in one type of languages, to which En-
glish belongs, which does not admit V-to-T raising, the semantics of T° is
of type p, for some semantic type p, while in the other type of languages, to
which, say, French belongs and which admits V-to-T raising, the seman-
tics of T’ is of type (m, p) for some type 1 of the Verb. Assuming clitics result
from head movement (Roberts, 2010), then the ‘type-heaviness parameter’
extends beyond Tense:

(93) INCORPORATION-INTERPRETATION COROLLARY:

In languages, in which head movement (incorporation) does not take
place, the semantic type of the incorporation goal is (p), for some
semantic type p and the semantic type of the probe of incorporation
isof type (m), for some semantic typen. Inlanguages, in which head
movement (incorporation) does take place, the semantic type of the
incorporation goal is (p), for some semantic type p and the semantic
type of the probe of incorporation is (p,m), for some semantic type
m.

So either the availability, and requirement, of type-lifting is encoded in
the availability, and requirement, of incorporation, for which there is no
readily available theoretical or empirical motivation, or the head-complex
constituency resulting from m-merger (or any other means in different
theoretical approaches)isin fact, at most, a post-syntactic process not feed-
ing such interpretation. As Shimada (2007: 7) notes, if the first-step struc-
ture preceding m-merger were the input to semantics, the problems would
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not arise and the corollary I stated above would not hold since “as long as
the trace left behind by dance is of the same type as the denotation of dance,
the whole structure is interpreted as if there were no movement.” Cru-
cially, this would not require the type-fixing of the incorporation probe.
This is the line taken by Shimadal (2007), to whose proposal we now turn.

Shimada (2007) starts motivating his model on the basis of the following
data, discussed by Kusumoto (2005), which exhibit temporal ambiguity
since (4d) cannot be explained by a single temporal index.

(94) Tom said that Karen was dancing.
a. Tom said, “Karen is dancing.”
b. Tom said, “Karen was dancing.” (Shimada, 20oo7: 12)

Also, take the following sentence, which is temporally ambiguous between
two readings: in one, Hillary married a man at time t who had already be-
come the president of the US before t; in another reading, Hillary married
a man at time t who became the president of the US after time t.[{ As Shi-
mada observes, for the latter reading, the relative clause would refer to the
utterance time and this cannot be explained in a single temporal index sys-
tem.

(95) Hillary married a man who became the president of the US.
(Shimada, 2007: 12)

This leads Kusumoto (2005) to propose a model, in which predicates have
an argument slot for a time as well as a slot for a world. The past tense is
then interpreted as a time variable, hence the time argument slot. This se-
mantics and the two argument slots need to be represented composition-
ally, therefore also syntactically. Kusumoto takes the origin of the past
tense morpheme to reside just above VP, possibly as the T head. Crucially,
to obtain the double temporal index assignment, which would derive the
reading in (p4a), two past tense operators are required. The compositional
structure therefore looks like (p8), taken from Shimadal (2007: 13, ex. 5).
The lambda needs to be inserted above past,, just as this was required in
b2d, in order to interpret the structure in the system of Heim and Kratzer

(1998).

For a detailed analysis, see End (1981).
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(96) TP

PAST

past, VP

T

Belle dance

While the semantics that Kusumotd (2005) proposes predicts the readings
correctly, she assumes that the pasTmorpheme isin fact phonetically null.
Further, the structure in (p@) is stipulatory, as Shimada (2007: 13) notes
and further asks, “how come it is outside the VP and [is] yet able to get af-
fixed onto dance?” Assuming pastisa quantifier over temporal intervals (el-
ements of type i), Shimada interprets past, as a variable of type i.[] Given
that in the system of Heim and Kratzer (1998) variable binding is achieved
via movement, Shimada assumes that past, is a trace of movement of PAsT
(itself T°), which removes the stipulatory component in Kusumoto'’s (2005)
system.

(97) Shimada’s (2007: 13) (interim) rendition of Kusumoto’s (2005) sys-
tem:
TP

T

0

TS VP

N

Belle dance

17 Shimada develops a rather complex semantics for time (and space), which I do not
overview here. See Shimada (2007: ch. 3) for details and Partee (1973) for an interesting
binding approach to treating Times as individuals and Tenses as pronouns.
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Inlight of pronominal analysis of Tense in Partee (1973), we might treat the
T;-T, relation as one of pronominal coreference or binding, as Ian Roberts
(p.c.) notes, or as an instance of movement, as Shimada (2007) notes. Shi-
mada therefore wonders how we might motivate such movement. There is
neither a type-mismatch arising in the structure nor does the movement
result in any semantic effect since the landing site is just above the extrac-
tion site. Shimada rejects, or rather upgrades, the structure by positing
that T; in fact originates as the sister of V°

(98) Shimada’s (2007: 14) rendition of Kusumotd’s (2005) system:
TP

The derivational model in (§8) brings us back to the problems posed by Ma
tushansky'’s (2006) system. Firstly, the reconfiguration problem is solved
since the V-T adjacencyf]is obtained for free as the inflectional morpheme,
qua exponence of T°, may be seen as resulting from pronunciation of the
tail of the T-chain (pq). It is additionally clear why the pasT operator (mor-
pheme) is phonetically null in Kusumotd’s (2005) system: her past and
past, elements are two copies of the same head, T°, which is pronounced
lower down in a V-adjacent position and silent in other positions, possibly
for reasons of Chain Reduction:

There arises an issue of labelling and labellability of such adjacency—we address this be-
low.
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(99) cHAIN REDUCTION: (Nunes2oo4 from Chocano 2oog: 82, fn. 26-i)
Delete the mininal number of constituents of a nontrivial chain CH
that suffices for CH to be mapped into linear order in accordance
with Kayne'’s (1994)) Linear Correspondence Axiom.

While Chain Reduction is generally assumed to choose to preserve the high-
est copy and delete the lower ones, there is no definitive reason to opt for
the realisation of the highest copy for reasons explored by BoSkovi¢ and
Nunes (2007), who provide a detailed review and account.

Once we consider the idea that T° originates below, or as a sister to, v® and
locate the locus of parametric variation between V-to-T raising / T-to-V low-
ering in the head-adjacency, we are lead to drastically reformulate the tra-
ditional generative derivational mechanics. The idea naturally lends itself
to an extension to other categories within the clausal spine. Once we add
the C°, positing its original existence as sister to T°, we could derive, in
the same vein, the V-to-C movement. Itis further equally logical to extend
this head-complex structure from the clausal spine to the nominal. The
ultimate aim of this section is to extend it, along the lines of the same log-
ical reasoning, to the con-/dis-junctional structure. Before doing so, we
expound Shimada’s (2007) model in greater detail so as to equip ourselves
with the basic tools of his proposal.

Shimada (2007) thus proposes that a primary step in a derivation is the
derivation of a head complex by merge. Assuming incorporation takes
place after this first step, we run into the structural (access to non-root
node) and interpretational (arbitrary type-weight) problems we reviewed
before in light of Matushansky (2006). As Shimada (2007: 14) writes, “the
only logical possibility that gets around this, then, is to assume that heads
are merged before they undergo head movement.”

To sketch this idea, Shimada (2007) takes a simple sentence with c®, T,
v® and V° in its spine, and illustrates the derivational steps in his model.
First, a complex head (B8G), repeated below as (Lod), is formed.
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The internal argument, object, gets merged and V° projects, after which
the complement complex of V°, immediately headed by v°, excorporates
to the root so as to form a v'. In the same vein, the head-complex com-
plement to v° excorporates to the root-level so as to form T'. An external
argument, subject, may be merged here in [SpEc, TP]. In the last step, C°
excorporates along the same lines so as to extend the structure and form C*

MAX

and ultimately C™.

We briefly remark on a problem arising with Shimada’s (2007) model that
concerns the labellability of the Shimadean head complex. While Shimada
(2007) does not address the problem, the label [V] of the head complex in
(Lod) seems arbitrary, as Ian Roberts (p.c.) reminds me. The set of heads
such as the one in (f0d) can be seen as an inverted Extended Projection (EP).
We therefore assume that the features at play in an EP are those listed in

(EoT).

(101)
cat. weight (n)
c® [+C] [+T] [+V] 3
T [-C] [+T] [+V] 2
v [=C] [-T] [+V] 1
Ve [=C] [-T] [+V] 0

(based on Roberts po12: 421, ex. 10)

We assume that a Labelling Algorithm (LA) applies to syntactic structures,
qua sets, to determine a label for each constituent to satisfy the Legibility
Condition at interface. Chomsky (2013) articulates a LA, which, in very
broad terms, states two labellability scenarios (conditions). If two syntac-
tic objects « and 6 are merged, the resulting set is {a, 6}. In the first sce-
nario, if one of the two objects is a head, say «, and the other a maximal
category (6), then the LA will select the head of the set, i.e. «, as the label
and the procedure of transfer (to interfaces) continues. In this case, « and
6 are asymmetric insofar as one of them is a head (minimal/non-maximal
category), while the other is a non-head, or a phrase (maximal/non-mini-
mal category). In the second scenario, a and 6 are symmetric in that they
are both either maximal or minimal categories. The LA will be unable to de-
termine the label using the same procedure but has to resort to finding an
intersecting feature common to both a and 6. This was formally sketched
in Mitrovi¢ and Fiorini (2012) using an elementary logic and A-calculus. [

The PIstands for ‘projection index’, which refers to whethera synatctic objectis a maximal
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(102) The Labelling Algorithm: (Mitrovi¢ and Fiorini, 2012)

[PI,, < PIg] - EIL.)\f[fe F,AL= (x]

Pu=Pm]=3LW}=f|ﬂf€FﬂWhﬂ}

XoAB v

Roberts (201d) develops labellability conditions for minimal and maximal
categories, given in (f03), which is in line with Chomsky (2013).

(103) min/max LABELLABILITY (Roberts, 2010: 54, ex. 20)

a. Thelabel L of category « is miNIMAL iff « dominates no category
6 whose label is distinct from o’s.

b. The label L of category 6 is maximAL iff there is no immediately
dominating category « whose label is non-distinct from §’s.

Given our assumptions on EPs (fo1) and LA (103), the labellability problem
of (Lod) is solved: the LA determines the label of the head complex in (Lod)
as [V] since [V] represents the intersection of all the heads, qua feature bun-
dles, in the complex. Additionally, while V' in (fod) indeed dominates cat-
egory [X], which is distinct from [V] and whose label is therefore distinct
from [V]’s, as per (fo3a), such dominated category [X] in fact contains [V],
which makes it labellable by the LA as formulated in Chomsky (2013).

We represent his steps with labelled movement arrows in (Lo4)) that can be
accompanied by the description above. Recall the requirement for the pres-
ence of A operators for reasons required by interpretation. Since semantics
cannot add to structure, at non-root positions, during interpretation, the
A-slots have to be left room, or be represented, in the syntax.

or a minimal category (where P, < Pl ); Fis a set of formal features (f) and L the label.
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(104) Shimada’s (2007) head-complex unfolding mechanics:

Going back to Kusumotd’s (2005) idea, which Shimada (2007) picks up on,
that predicates come syntactically pre-installed with a time slot of type i
as well as a world slot of type s, then the lexical entry for a verb like dance
is heavier than it first appears:

(105) [dance]’= \x € De[)\t € D[ € D,[xdanced at t in w]]]

This view of predicates being hardwired with semantic slots for times and
worlds, essentially located in T° and C° respectively, maps elegantly onto
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Shimada’s (2007) model. Take a verbal head-complex that is assumed to
be at the base of derivation in (£o4), [ Ve[V [T C ]]], which represents

semantically a complex of the necessary interpretational slots for a predi-
cate like see once it enters the derivation. For now, we ignore the semantic
import of v° for succinctness: below, we simply assume that v* introduces
an event argument slot of type 1.

(106)

le € D, IT°] 1c’]

At € D, Aw € D,

After successive excorporation, not only the derivation but also the inter-
pretation obtains, in line with Kusumotd (2005), assuming all As are 3-
closed.
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(107) Resulting derivation and interpretation of a sentence like John saw
Mary.

c® TP

V° Mary,

dw e DS[ ten,| JeeD,[ xe DE[SEE(X)(E)(t)(W)]]H

Shimada’s (2007) excorporation trigger is semantic. Assuming the func-
tional categories in the clausal spine, i.e. c®, T° and°, are in fact quanti-
fiers over worlds, time-space pairs and events, respectively, he motivates
the excorporation to the root on the grounds of type mismatch. He fur-
ther defines “the complement as a node from within which its head-to-be
is moved by head movement”, which collapses “the arbitrary distinction
between specifier and complement” since he treats all externally merged
nodes as specifiers, making the merge site of objects in [SpEc, V°].

The idea of banishing arguments into specifiers does not affect the LCA
in any way since Kayne himself proposed that objects are not universally
merged as complements. It therefore holds that, on a general level, ShiA
mada’s (2007) base word order, with respect to head-argument configu-
rations, is structurally equivalent to the derived head-final word order of
Kayne (1994).

This still makes English look like Japanese, which Shimadal (2007) expli-
cates by extending the reasoning we applied to the Kusumota'’s (2005) null-
pasT morpheme. The basicidea is that phonetic value of a lexical item may
be move onto another head within the head-complex.

There is another independent motivation for the excorporation analysis
that Shimada proposes. Consider the standard analysis of covert question-
formation (Nicolag 2013; Sauerland 1998; von Stechow 1996, among many
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others), where the LF of an interrogative CP essentially requires excorpora-
tion of a a question-level operator from within an independently motivated
Y ,-complex.

(108) op-excorporation and the preliminary sketch of the semantics of ques-
tions:

FEATURE SYSTEM We take a slight step back in order to explicate a feature
system. It can be argued on grounds of conceptual necessity that a syntac-
tic minimal category (a head), is a feature set (Chomsky, 1995). Further,
not all features are equally relevant at all stages of the linguistic computa-
tion, comprising a (narrow syntactic) derivational module, the externali-
sation and the interpretational wings, as sketched in Fig. 1. Thus a for-

mal syntactic feature, which we label *, can be seen to contain informa-
tion for the derivation of a structure, while a semantic feature, labelled [iJ,
presents the intepretational module with instructions for interpretation
(these can be seen as lexical entries/LFs of the terminals). Finally the pho-
netic/phonological features, labelled &, instruct the motor-sensory mod-
ule of the grammar whether to—and/or how to—pronounce the head (e.g.
prosodic contour).

While Fanselow (2001), among many others, presents an excellent con-
ceptual overview of the feature system, it suffices for our purposes to as-
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FIGURE 2.1.: The Y-model: a minimalist architecture of grammar

sume the two-fold skeletal definition of heads and feature subsets in (foq),
which amount to defining a head as in (f1d).

(109) a. heads are feature sets, and
b. there are three subset kinds of the feature set:
i. formal features (g}f’ )
ii. semantic features ([i)
iii. phonetic/phonological features ()

0 %= (1) (1) )

We follow Matushansky’s (2006) definition of a head, which we state in

(ExT).

(111) syNTAcTic HEAD: (Matushanskyi, 2006: 70, ex. 1)
A head is a syntactically indivisible bundle of formal features.

Assuming the methodological principles put forth by Chomsky (1995) in
form of the Minimalist Program, Matushanskyi (2006) derives the defini-
tion of a syntactic head in (i) by noting that the atomicity of derived
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heads should follow from the properties of the grammar, independently
motivated by Chomsky (1995). This definition, however, does not preclude
the indivisibility of non-formal, i.e. the semantic and phonetic, features.

Take a feature bundle of T° in English:

¥ [EPP]
(112) T°| @ : [prEs]
} : [“-S”]

Let us now return to the old problem of English vs. French lowering/rais-
ing analysis we reviewed earlier. Employing our 3D feature system and
Shimada’s (2007) idea of phonological/semantic feature movement, we can
represent the English verb system as shown in (f13), based on Shimada’s
(2007) ex. 12 (p. 17), where we ignore the syntactic features for convenience
and clarity. We are also sketching the semantics very coarsely at this stage,
but see Shimada (2007: chs. 2&3) for details.

(113) The verbal head-complex for English ‘John often kisses Mary’:

a. pre-Mmovement:
V0

e[k :
.0
vo[ A :[é]] T°
/\

ol o] @[]
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b. post-»-movement:

VO
OE:{\O
V[ Mo v

[ felon] N

TO[ 3:[;']} CO[E’[CI]}

.

Mo

It is an empirical fact, at least insofar as English is concerned, that the
lexical verb and the tense inflection must ultimately morphologically fuse
although they start their syntactic lives separately (1133). We also have in-
dependent motivation for V-to-v raising,f] the latter being caught between
V°and T°, so following Shimada (2007) we take v’ to be the ‘attractor’ of the
phonological features of both the V° and T° and that this takes place be-
fore the excorporation from the verbal head-complex, as shown in (f13a).
Given thatlanguages do not tend to pronounce all the copies of a chain (pq),
we take the pronunciation index to be specified on v° and once excorpora-
tion takes place, the correct word order is in fact derived without running
into technical problems. Shimada (2007: 18) further assumes that “only
the phonetic content moves, but the meaning of each heads remains in its
‘home’ position.”

So the English V-lowering in the sense of PollocK (1989) translates into »-
attraction on v’. For French, Shimada proposes that the Mattracting prop-
erty lies with T° which absorbs the phonetic content of neighbouring heads.

(114) The verbal head-complex for French ‘Jean embrasse souvent Marie’:

20 Shimada’s model inadvertently makes the following prediction: all languages which do
not have V-to-v raising are head-final. While it is not immediately clear to me whether
this is true, Ian Roberts (p.c.) refers me to Huang’s (2o13) analysis according to which
Mandarin Chinese may lack V-to-v raising.
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0

\
T

N

o tadth] <

) :
M : [embrasse] M:

[;’]}

There’s one final option left for »-attraction and thatis the case of »-saturation
on C°. Shimada takes this to be the case with V2 languages. (i§) shows
this for German.

(115) The verbal head-complex for German (V2) ‘Johann kiisst Maria’:

:
T
R

TO[Y:[T']] C0|: 1:[C'] ]

Mo N [“kiisst”]

The ‘directionality parameter’ can also be straightforwardly encoded in Shi-
mada’s (2007) system. This may be done by translating “the parameter
that decides whether head movement moves a head to the left or the right,
since the complement of a head is a constituent out of which the head has
moved by head movement.” (Shimada, 2007: 21) Shimada demonstrates
that word order and directionality indeed have a direct translation into his
model. We do not proceed deeper into the technical details on this front
but note that the Antisymmetry model of Kayne (1994) and the ‘head un-
folding’ model of Shimada (2007), as we label it, indeed have two common
underlying ideas, namely (i) that there is a UG-provided specifier-head-
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complement configuration, which all languages obey, and (ii) that the ‘di-
rectionality parameter’ in the traditional sense does not really exist.f]

It follows from architectural principles that no one domain confined to
narrow syntax should obey a domain-internal derivational principle, such
as Shimada’s (20o7) head-unfolding mechanics, which we have explored
for the clausal spine. Shimada (2007) provides both syntactic and seman-
tic arguments for the existence of the derivational kind we reviewed for
the clausal spine to exist also in the nominal domain. We skip reviewing
the intricacies of his take on the nominal domain, which is far less exten-
sive than his analysis of the verbal domain, it however, should suffice to
note the same architectural principles applying, namely the ‘inversion of
the spine’ so as to ensure the derivational precedence, and thus structural
command, of what ends up being the highest syntactic object. We depart
from Shimada (2007) in that we assume the D° to be part of the nominal
extended projection, whether viewed in the ‘inverted’ Shimadaean per-
spective or not. Shimada takes the D° to be merged externally to the nom-
inal head complex preceding the D°-selection. While the motivation for
not treating D° as part of the extended nominal projection is not clearly
stated, I suspect the reason for this is that Shimada’s (2007) architectural
desideratum of proposing the ‘unfolding’ model is to maintain a static se-
mantics for the elements in the head complex. In his view, all members
of the primary head complex, i.e. the head-containing structure preced-
ing merger with external arguments (note that all arguments are exter-
nal in this model), are inherently quantificational. The quantificational
treatment of D° may be too far-fetched for the architectural ideals of the
models—this ontological, however, interpretation is my own.

Shimadal (2007) takes n° to correspond, in structural prominence and/or
functional weight, which may be understood in the sense of Crimshaw
(2000, 2005), to v°. Determiners like every, on the other hand, correspond,
in his model, to individual arguments of the predicate; or at least those
elements responsible for the introduction of external and internal argu-
ments. In his words, ‘[s]ince a dancer is an individual who is the agent of
an event of dancing, the determiner in every dancer corresponds to the sub-
ject of the verb dance. Therefore, every is merged as a specifier of nP after the
head movement of n° [has taken place]”. (Shimada, 2007: 57) The departure
point of treating D as part of the extended projection as opposed to the head
of the (inherently external) argument element, has structural bearing on

Notice that, assuming LCA, (ii) reduces to (i), i.e. (ii) follows from (i).
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2.5 % Anunfolding theory of head complexes

our designating the ‘unfolding’ derivational steps for con-/disjunction.

HEAD MOVEMENT ACROSS EXTENDED PROJECTIONS Shimada’s (2007) model pro-
videsan elegantderivational theory of head movement but implicitly makes
one crucial assumption, which constitutes a shortcoming. It accounts for
instances of head movement within a single EP. Take, for instance, cliti-
cisation of a nominal element onto a verbal element.

(116) Jet’aime
I you.cr-love

‘Ilove you’

Following Roberts (2010), we take cliticisation to be an instance of head
movement. In the case of (1), then, the probe and goal of cliticisation,
qua head movement, are not part of the same EP and, as such, fall outside
of Shimada’s (2007) system. Roberts (2010), on the other hand, develops a
system, which can readily account for the head movement as instantiated
by cliticisation in (118). His system of head movement rests on treating
the Agree relation between a probe and a goal as defective. In general, the
defectivity is defined in (f13).

(117) DErFECTIVITY (Roberts, 2010)
Agoal Gisdefectiveiff C’s formal features are a proper subset of those
of G’s probe P.

The general sketch of deriving head movement for (f1G), taken from RRo-
berts (2010: 104, ex. 104), is given in ([18), according to which the formal
feature of the object DP (= G), i.e. {[i¢]}, constitutes a subset of formal
features {[u¢], [iV]} on the v (= P), which obtains raising of the object pro-
noun to v, in line with (f7).
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We therefore propose to extended Shimada’s (2007) system to the one de-
veloped by Roberts (2010) since there is nothing immediately mutually-
excluding or contradictory in the two models.

EXTENSION TO JUNCTION As stated, it follows from independent principles
that cross-categorial structural isomorphism should obtain insofar as the
core mechanism of the structure building is concerned. Assuming that
head movement underlies all syntactic structure, for Shimada’s (2007) mo-
tivations, then we may straightforwardly transplant the idea to the deriva-
tion of coordination.

Shimada’s (2007) model rests on some foundational structural preliminar-

ies such as positing a primarily composed head-complex of a given extended
projection, which obligatorily requires head movement out of the head-

complex for type-driven reasons (which also constitutes a first ever theory
of head movement, which is inherently motivated on semantic grounds).

Thus, in elementary technical terms, a ‘Shimadisation’ of any given syn-

tactic structure may be achieved without breaching many, or any, mini-

malist principles of synatctic derivation.

We have motivated on independent grounds a syntactic structure for coor-
dination, which features three heads: two conjunct/disjunct selecting (de-
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noting) heads (u°/x° resp.) and a super-structural junction head (J°). Take
the constituency of the J° and the internal coordinand, featuring both y°
and k’—a structure we have preliminarily proposed for exclusive disjunc-
tion on the grounds of Avar and Dargi data. A Shimadisation of the mo-
tivated structure (f19d) is thus technically achieved by inverting the head
relation as in (119h).

(119) a. Motivated structure: b. Shimadisation of the moti-
vated structure:

In case of the derivation of the internal coordinand in the exclusive dis-
junction construction such as the ones in Dargi in Avar, repeated below as
(k2d) and (E21) respectively, with internal coordinands marked, the deriva-
tion would successfully obtain.

(120) yarapilaw  b-ir-ehe, [yaranerg]  b-ir-ehe
k u pilaf(aBs) N-do-FuT.1k y soup(aBs)N-do-FUT.1
(‘What shall we make for lunch?’) ‘We’ 1l make (either) pilaf or
soup. (van der Berg 2oo4: 204)
(121) yagiSasha[yagiVanya]
K 4 S K uV
‘either Sasha or vanya.

7
Assuming that the coordinand is merged in the /% argument slot as spec-
ifier to the coordination head-complex as shown in (f198), headed by the
u head spelt out as ra in Dargi and gi in Avar. This is derivationally fol-
lowed by the excorporation of the y complement headed by «°, realised as
yain both Dargi and Avar. Assuming that no »>movement takes place prior
to excorporation, we obtain the correct word order and, as we shall see in
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chapter three, the correct compositional intepretation. The last head to
excorporate from the k-dominated head complex is J°, which will serve as
the introducer of the external coordinand derived in the same fashion. We
sketch this derivation in (f23), ignoring the semantically relevant A-slots.

(122) Head-unfolding JP:

Let us now turn to the question of the syntactic status of the external co-
ordinand, which is not without problems, neither when adopting Shi-
mada’s (2007) model nor any other theory for that matter.

Once the syntactic status of the external (left) coordinand is considered,
the discussion of the status of D° with respect to its being within the ex-
tended projection (Crimshaw 2000, 2005) or outside the extended nominal
projection (Shimadal, 2007) becomes relevant. If the y-k head complex from
the second (external) coordinand were within the same extended projection
as the internal coordinand’s head complex, containing 1°, we would es-
sentially end up with the syntactic structure for coordination proposed by
Velde (2005), which essentially utilises the Boolean Projection motivation
from Munn (1993), which achieves the ‘freely’ available option of Boolean
complementation of the external coordinand, which takes a BooLP, head-
ed by a coordinator (BooL"), as a complement. For reasons of syncategore-
maticity of coordinators, Velde (2005) leaves out the BooL/& label, which
technically does not exist since labels are only defined for minimal cate-
gories. In Velde’s (2005) system, & is not treated as a minimal category,
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hence other related problems, such as projection, do not arise; the syntac-
tic status of coordination in Velde’s (2005) system is given in (£23) below.

(123) Velde’s (2005) take on nominal coordination (his ex. 25, p. 30):

DPp
A
D N'
‘ P
my N DP
N
brother & DP
and DP
D
me

This structural take on coordination, however, technically allows move-
ment from within the external coordinand, which does not form a con-
stituent independently from the internal coordinand. On the other hand,
if we assume that the head complex merging the external coordinand is
subsequently merged as an argument to a pre-formed J' complex (i23), then
we do not only attain the prohibition of extraction from within the exter-
nal coordinand, which follows from Huang’s (1982) ban on extraction from
specifiers, but we also arrive at a syntactically complete constituency of the
internal coordinand.

This subsection has introduced Shimada’s (2007) head-complex theory of
incorporation. On a general and conceptual level, we have arrived at an
elegant theory of incorporation, which we have tried amalgamating with
Roberts’s (2010) model of defectivity with success. On a more specific level,
we have transplanted the excorporation system to coordination. This way,
our three-head system of coordination (gg) can be restated in terms of a
single head-complex (L19).

We will further employ Shimada’s (2007) model in Chapter § (specifically,
§G5.4) where we propose an analysis of a Japonic focus-relativisation con-
struction.
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Chapter summary

In this chapter, we substantiated den Dikken'’s (2006) JP analysis by pro-
viding it with a wide and novel cross-linguistic support. Furthermore, we
elaborated on the JP syntax of (exlusive) disjunction, which we have shown
to feature five heads: asilent]° and two sets of kand yheads. After flipping
the derivational system upside-down by drawing from Shimadd (2007), we
have proposed a head complex analysis of the JP coordination structure,
which features successive excorporation of functional heads. We now turn
to the diachronic and empirical portion of the thesis by investigating the
syntax of coordination in Indo-European (IE) and relating it to the theoret-
ical issues raised in this chapter.
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The Indo-European double system

Introduction

This chapter presents an archaeological dig for superparticles in Indo-Euro-
pean (IE). There are two general desiderata for this chapter, namely to show
(P)IE superparticles and the grammar of coordination and quantification
have two properties:

i. There existed two types of coordinating particles (and consequently,
two types of coordination constructions).

ii. There existed two types of interpretation for one of the two types of
coordinate particles.

We will refer to the property in (i) as the ‘double system of coordination.’
The general aim, then, is to tease apart the taxonomies and have one of
the grammatical properties (the second one) automatically fall from the
system which we have already begun to set up in the previous chapter.

Across the entire IE family, two morphosyntactic patterns of coordination
are found as Agbayani and Golston (2010) have investigated most recently.
In one type of coordinate construction, the coordinator occupies the en-
clitic (peninitial, or second) position with respect to the internal (second)
coordinand (f24a). In another type, the coordinator is initially placed be-
tween any two, or more, coordinands ([241), as the the minimal represen-
tative pair from Homeric Greek shows in ([24). Diachronically, the change
from the two competing structures with peninitial and initial positions to
the initial type is uniform across the board in IE.
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(124) a. domiSag edkOkAovg Aalorid Te  mTEPdEVIA.
aspidas eukuklous laiséia te pteroenta
shields round pelt  and feathered

‘The round shields and fluttering targets.’

(II. M. 426)
b. «xelo’ et xai Gvtidw morépoto
keis’ eimikai antio polemoio
there go and meet battle
‘Go thither, and confront the war.
(Il. M. 368)

The proposed synchronic analysis of the two coordinate structures, repre-
sented in (1243) and (241), identifies two coordinate positions: I will show
that enclitic (peninitial) coordinators occupy one of those positions, while
the orthotone (initial) coordinators occupy both coordinator positions. By
looking into the fine-grained structure of coordination synchronically in
IE languages, a diachronic account resting on the feature-checking mech-
anism will present itself straightforwardly. The morphosyntactic change
in word order patterns in coordination will be shown to not only have ram-
ifications in terms of linearisation (change from peninitial to initial po-
sition), but is tightly related to the semantics underlying the two posi-
tions we identify syntactically. I show that the alternation between the
two ([243d) and (f245) constructions is not free and random but rather that
it obeys the phasal ‘logicality’ of derivation.

The roadmap for the chapter is the following: in §5.3, we explore the ‘dou-
ble system’ as sketched above, deriving a uniform syntactic structure for
IE coordination and extending, in the following section ( §8.3), the inde-
pendence of the embedded pP-cycle, which we have alluded to in the pre-
vious chapter. In §g.4, we apply this syntactic structure to particular IE
languages by presenting detailed comparative morphosyntactic analyses
according to the IE subfamilies (branches). §3.5 presents technical details
in form of a synchronic analysis of the JP structure for coordination in light
of the IE double system. The last section, §3.d, extends this analysis di-
achronically and theorises on syntactic-semantic change of JP in IE. We
discuss the main finding in §§.7
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3.2 The double system: from two positions to two heads

Having motivated a fine-grained J-y complex for coordinate construction,
both theoretically and empirically in the previous chapter, we now address
the central concern of this chapter, the IE coordinate construction. The
existence of two types of construction with respect to the pen/initial posi-
tioning of the coordinator does not only correlate with

(i) the alternation in linear placement of coordinator but also

(ii) the very morphological structure of the the two types of coordinators
heading pen/initial constructions.

In the following two subsections, we take each of the two (i, ii) properties
in turn.

3.2.1 ALTERNATION IN LINEAR PLACEMENT

We start our discussion with a diachronic perspective on IE syntax of coor-
dination, which shows linear alternation in coordinator placement. The
earliest IE languages show that there existed two syntactic types of coor-
dinate structures. One in which the coordinator occupies the initial, and
another in which the coordinator occupies the peninitial position with re-
spect to the internal coordinand.

Klein (19854, 1985b) provided the statistical facts for Rgvedic, and Agbayani
and Colston (2010) a generalised syntactic account for IE more generally,
that the alternation between initial and peninitial placements of the coor-
dinator patterns with the category of the coordinands. The analysis we de-
velop here will amount to a generalisation according to which the penini-
tial (enclitic) coordinators generally do not coordinate clauses while the
initial coordinators can.

The following pairs of initial (a) and peninitial (b) coordinate configura-
tions from Sanskrit, Greek, and Latin exhibit the alternation in linear place-
ment of the coordinating particle.

(125) HoMERIC GREEK:
a. a&omibag ebkVkAOVG Aalgrid te  TTEPOEVTA.
aspidas eukuklous laiseia te pteroenta
shields round pelt  and feathered

‘The round shields and fluttering targets.’ (Il. M. 426)
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b. xelo’ et xai Gvtidw morépoto
keis’ eimikai antio polemoio
there go and meet battle
‘Co thither, and confront the war.’ (Il. M. 368)

(126) VEDIC SANSKRIT:

a. A= For: mART aTeeEE
vayav-indraé-ca cetathah sutinam vajinivasi
Vayu-Indra-and rush.2.pL rich strength-bestowing
‘Vayu and Indra, rich in spoil, rush (hither). (RV 1.002.5")
b. f% Ter 3T fgw
parsi tdsya uta dvisdh

save.IMP.2.5G this and enmity
‘Save us from this and enmity.’ (RV 2.007.2")

(127) CLASSICAL LATIN:

a. viam samutem que
life safety and

‘the life and safety’ (Or. 1.VI.28-9)
b. ad summam rem publicam atque ad omnium nostrum

to utmost weal common and to all of us

‘to highest welfare and all our [lives]’ (Or. 1.VI.27-8)

The syntactic duality of the double placement of the coordinator extends
beyond the three classically representative IE languages above. It is clear
from these pairs of examples that IE had an enclitic (2P/peninitial) and a
free-standing (1P/initial) series of coordinators. We could distinguish the
two types of configurations by positing that the peninitially placed (en-
clitic) coordinator induces some form of movement, either syntactically or
postsyntactically, but that the difference lies only in the linearisation of
the surface placement of the coordinator. Let us now briefly sketch the
empirical facts surrounding this taxonomy of two types of coordinators in
IE.

Old Avestan, just like Rgvedic, distinguishes between (a seemingly dis-
course) initial uta and enclitic ca, predominantly confined to nominal co-
ordinations:

(128) OLD AVESTAN:
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a. »@)9»25»@ »G(5)>)ey ugluv
uta mazda huru9ma haoma
and wisdom.M.SG.GEN increase.M.sG.NoM haoma.M.SG.vocC

)-in.u)> »}>.u@ IQIWp)

raose gara paiti
grow.2.SUBJ.MID mountain.sG.m.Loc toward

‘And [thus] may you grow upon that mountain, O Haoma, [bring-

ing] the increase of wisdom, [...]. (AvYH.
10.4)

b. G{gqu l)ﬂ)&u w%qy.u 'l;ml.u
yuzosm aéibiio ahura aogo
you.2.sG.NoM them.pL.paT lord.M.sG.voc strength.N.sG.acc
Ao 8y W 0 S {)Gj @‘Jy wy
data asa x$adrom ca

give.2.PL.AOR.IMP truth.N.SG.INST power.N.sG.Acc and

‘O Lord, may you give strength to them2 through Truth and that
power [...[ (AvYH. 29.10)

Hittite, along with other Anatolian languages, distinguishes between the
initial, and often discourse-initial, nuand enclitic(y)a, which also predom-
inantly features in nominal coordinations.

(129) HITTITE:
a. = EIOSID T AT e DS AT BEEDE <

nu kan Mursilin kuennir nu eSar ieir nu
and prT Mursilis.acc they.killed and blood shed.3.rL and
TP - RS DI«

Hantilis nahsariyatati
Hantilis  feared.3.sc.m

‘And they killed Mursilis and they shed blood and Hantilis was
afraid. (2BOTU. 23.1.33-35)

b. »hEYEIF« oo 44T R BT7 TR
anSu.kur.ra.mes Lﬁ.meéis.guékin ya humandan
charioteers grooms.golden and all

‘Charioteers and all the golden grooms.”  (StBoT. 24.ii.60-61)
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c. &= ¥ T HeE -1 M H =

kass a za URU-az parnanzassa [UD]U.A.LUM
this.NoM and p1c city.Nom house.NoM and ram

=P

DU-TU

become.3sc.1mP

‘and let (both) this city and house become the ram’
(KUB. 41.81v 30.)

Old Church Slavonic also boasts a pair of coordinators: an initial i and a
peninitial adversative relative marker Ze (cognate with Greek ye):

(130) OLD CHURCH SLAVONIC:
a. ABAB MOM M OB MOM W HNHM  MNO3H
déda moi,i otich moi,i 1inii mnodzi
grandfather my and fathermy and those many
‘My grandfather, my father, and those many others.. ..’

(VC. 14%)
b. &9 33 SoRBE T+%EI
Azl ze gljq vamu
I but.reL tell.1.sG.PRES you.DAT
‘ButItellyou... (CM. Mt. 5:28)

Similarly, Old Irish possessed a complex ocus, which occupied the first po-
sition, and a simplex ch (<<k"e, cf. IIr. ca, Lat. que, etc.).

(131) OLD IRISH:

a. boi Conchubhur 1 [=ocus] maithi
was.3.5G.AOR C.M.NOM.sG and the nobles.pL.NOM
Ulad i nEmuin

Ulstermen.M.PL.GEN in Emain Macha

‘Conchobar and the nobles of the Ulstermen were in Emain Macha.
(CCC, 1.1; 0 hUiginn 1991: 3)

b. ba=ch r1i Temrach
cor-and king Tara.GEN

‘And he was king of Tara.’ (EILw. 4.179)
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Among the old Cermanic languages, only Gothic boasts a double set of co-

ordinators differing in the linear placement: an initial jah and an enclitic
uh.

(132) GortHIC:
a. AK ANA ANKARNASTAPIN GAh aInTE1D AAAAIM

ak ana lukarnastapin  jah liuteip allaim
neitheron candle.par.sc  and light.iNp.3.sc all.paT.pPL
PAIM 1N PAMHA TARAA

paim  in pamma garda.

it.pAT.PL in that.m.DAT.sc house.Mm.DAT.sG
‘Neither do men light a candle, and put it under a bushel.

(CA. Mt. 5:15)
b. (TAapd IN TTRAITADRIA AFTRA I€1AATNS
(galaip in praitauria aftra Peilatus
came.PRET.3.sG in judgement hall.Acc.sH again P.nom
GAh) yiaa 1€SN UAD nh 1HHA
jah) wopida lesu qgap uh imma

and called.PreT.3.5GJ.Acc said.PRET.3.5G and him.M.DAT.sG

‘(Then) Pilate entered into the judgment hall again, and called
Jesus, and said unto him. (CA.Jn. 18:33)

While Gothic still shows the dual type of coordination (133), there is no
such evidence for other early Cermanic languages. The only early Runic
inscription we have is the one in (§33), where a medial conjunction andi is
employed.

(133) RunIic GERMANIC:

a. ‘FIXIM  FiMlF BITRNT
.aigil  .andi .ailrun.
Aigil.pnand Ailrun.pn

‘Aigil and Ailrun. (Pfor-I; Looijenga 20o3: 253)

The enclitic series is generally and freely prone to reduplication. As Conda
(1954) and Dunkel (1982) note, a peninitial connective like «k“e is tradition-
ally reconstructed with a twofold syntax: both single (X Y +k"¢) and dou-
ble structures (X <k"e Y =k"e), as the following three pairs representatively
show.
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(134) VEDIC AND CLASSICAL SANSKRIT:

d.

= T =Wy T T
dharme ca arthe ca kame ca
dharma/law.Loc and commerce.Loc and pleasure.Loc and
qrar T WI9d kYW Fg  §§ Afeq A%
mokse ca bharata rsabhayad iha asti tad

liberation.Loc and Bharata giant which here is.3.sc that
CEES g T & A T dq FEAa

anyatra yad na iha asti na tat kvacit
elsewhere which not here is.3.sc not that anywhere

‘Giant among Bharatas whatever is here on Law, and on com-
merce, and on pleasure, and on liberation is found elsewhere,
but what is not here is nowhere else.’ (Mbh. 1.56.34)

IFT IO F Fad: AT CIEEICE)
vayav Indra§ ca cetathah sutinam vajinivasa
Vayu Indra and rush.2.pLrich strength-bestowing

‘Vayu and Indra, rich in spoil, rush (hither).
(RV 1.002.5")

(135) HoMERIC GREEK:

d.

06 ion ¢ T é0via T
0s ede td te eonta td te
which were (=know.prLup) the and exist.ParT the and
g¢ogdpeva mpd T €6via

essomena pré6 te eonta

exist.FuT before and exist.PART

‘That were, and that were to be, and that had been before.

(Il. A. 70)
domiSag edkVkAog  Aaworjid e MTEPdEVTIX
aspidas eukuklous laiséia te pteroenta
shields round pelt and feathered
‘The round shields and fluttering targets.’
(II. M. 426)

(136) CrassICAL LATIN:

d.

8o

iam  tum tendit que fovet que
already then pursue and favour and

‘Already then, she both pursued it and (also) favoured it.’
(Aen. 1.18)
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b. viam samitem que
life safety and

‘the life and safety’ (Or. 1.VI.28-9)

The polysyndetic pattern of enclitic coordinators in (134d), (£353) and (E364)
seems to have carried an emphatic component, akin to the modern En-
glish emphatic conjunction with both...and. We find the same reduplica-
tive pattern with emphatic/focal semantics in Old Church Slavonic (OCS),
which survives in contemporary SerBo-Croatian, among other contempo-
rary Slavonic languages. It is OCS, and its diachronic descendants, that
shows the independence of linear placement and semantic force behind
the coordinator. Proto-Slavonic has independently syncretised the prepos-
itive (initial atque-type) and postpositive (peninitial/enclitic que-type) coor-
dinators but only lexically. As the following OCS example in (137) shows,
conjunctor i has both the conjunctive semantics of the initial atque-type co-
ordinators in IE as well as the emphatic/focal semantics of the enclitic que-
type coordinators. While the dual semantics—to be adequately addressed
below—is retained in Slavonic, the moprho-lexical difference between the
two classes of coordinators has been collapsed. We will return to the syn-
tax of this collapse below. In (i37), the first pair (a) shows (reduplicative)
polysyndetic coordination with emphatic/focal meaning, while the second
pair (b) is an example of a monosyndetic construction.

(137) OLD CHURCH SLAVONIC:

d. KIO003 63 Q€ P+53 IFI%HSEWOI+1%I & :S_L.LIJ% [} OARI
boite Ze se pacte mogQStaago i dSqQ i  télo
fear but rRerLrather be.able and soul and body
9% IIESMS
pogubiti
destroy
‘But rather fear that which is able to destroy both soul and body.’
(CM. Mt. 10:28)

b. wsenams %3 FEALS AN GBSE€ T VARKS A1 HIRELI
bodéte Ze mqdri ékozmije i  céli éko golqbie
be butwise as serpentsand harmlessas doves

‘Rather be wise as serpents, and harmless as doves.’
(CM. Mt. 10:16)

Note that the focal additive meaning related to polysyndeticity has been
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retained in some of the contemporary varieties of Slavonic. The following
are parallel examples from Matthew in SerBo-Croatian:

(138) Contemporary SERBO-CROATIAN:
a. Bojtese viSe onogakoji mozZei duSui tijelo
fear RErLmore that whichmay andsoul and body

pogubiti

destroy

‘But rather fear that which is able to destroy both soul and body.’
(Mt. 10:28)

b. buditedakle  mudrikaozmije i bezazlenikao

be therefore wise as serpentsand harmless as

golubovi

doves

‘Rather be wise as serpents, and harmless as doves.’
(Mt. 10:16)

In this subsection we have shown that IE indeed freely allowed redupli-
cation of the coordinator. We have also explored the possible semantic
side-effect of such reduplication yielding a focus-sensitive effect identical
to the English both ...and construction, which is paraphrasable as not only
...butalso. We now turn to another feature of the double system of coordi-
nation, namely the word-structure of the particles in question.

MORPHEMICITY

There is one additional, and for our purposes crucial, fact distinguishing
the initial and the peninitial types of coordinators. The difference also lies
in the morphological structure of the two series.

While peninitial coordinators are monomorphemic, the initial coordina-
tors are not. Initially placed coordinators are bimorphemic and as such
are decomposable synchronically or diachronically into two coordinators,
each underlying a morpheme. Greek kai, for instance, derives from xkati,
itself being a concatenation of +k"e + «te (Beekes 201d: 614, Boisacq 1916:
390). Conversely, as Dunkel (1982, po14a,b) etymologises it, Indo-Iranian
(IIr.) uta comprises the coordinator u + ta (<xh,(é)u + xte); Gothic coordina-
tors jah and jau result from *yo + +k”e and *yo + +h,u respectively. Dunkel
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(1982) reconstructs two [+ENcLITIC] series of four coordinators for PIE. One
series is orthotone and another enclitic as shown in Tab. R.7J.

ORTHOTONE ENCLITIC

K6 [ 4k «-k"e
*hyew *-hyu
) *-Y0
*t0 *-te

TABLE 3.1.: Dunkel’s (1982) reconstruction of two coordinator series in IE

The initial coordinators in IE are generally decomposable into—and recon-
structable only as—a pair of orthotone and enclitic coordinators. I take
these halves to correspond to the two coordinate heads J° and y° that we
have independently motivated using den Dikken/’s (2006) proposal.

Dunkel’s orthotone connectives, however, are not found in independent
(uncomposed) word-level compositions in any of the attested daughter lan-
guages, which begs the question of redundancy of the orthotone series. In
its stead we may simply assume a single, inherently enclitic, series, out
of which bimorphemic coordinators are composed. This reasoning derives
the empirical facts in Tab. in a more economical way. Dunkel’s lat-
est and extensive work (Dunkel 20144d); 2014d) contains much more data on
composed particles, into which we do not delve further.

The Creek particle kot is historically composed of two parts which can be
traced back to PIE +k”e and +te. (Beekes2o10: 615, Ruijgh 1967: §293, int. al.)

The OW coordinating particles cen and cet are treated as having a dyadic
etymology in line with Dunkel (2014b: 422ff.) who treats the two particles
as sharing a common additive/comitative particle which can be traced back
to PCel. xko- (Dunkel, 2014D: 423; fn. 5and ref. therein). For details on the
etymological decomposition of OW ce-n, see Dunkel (2014Db: 410ftf.; fn. 55)
(cf. alsoFalileyevi2o00: 25 for comparative evidence and further references)
and for details on the decomposition of OW ce-t, see Dunkel (2014b: 425;
fn. 16; ) (cf. also Falileyev 2ood: 27 for comparative evidence and further
references).

The historical decomposition of Slovenian in(u) is supported by Trubacev
(1980: 168), Vasmet (1953: 483), Feul (1961), and references therein.f

The philological notation h; refers to the a-colouring laryngeal.
As I am reminded, there is also Russ. o ‘otherwise’ and Russ. ind ‘then’. We will be
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DEPENDENT / COMPOSED

INDEPENDENT

*k"e

*te Khyu kY0

knu

[+é]

[—¢]

ke

*te

*hzu

kY0

xnu

OlIr. to-ch
Hit. tak-ku

Skt. uca
Lat. at-que

Goth. ja-h

OIr. na-ch

Gr. kai
OW ce-t

IIr. u-ta
Gr. au-te —
Lat. au-t

— Goth. j-au

OIr. na-de — —

OW ce-n

Slov. i-n(u)

IIr. ca
Lat. que
Gr. te
OlIr. ch
Goth. uh
Gaul. cue
Ven. ke
Celtib. ku

Cr. de
AlD. dhe
Skt. tu

IIr. u
Gr. au
CLuw. ha

Hit. ya
TochA. yo
Myc. jo

Sl. to

Sl i

Hit. nu

OlIr. no
Slov. no

TABLE 3.2.: Clitic combinatorics as strategy for development of orthotone coordinators.

We are now in a position to distinguish the three canonical word order
typesin IE coordination. In monosyndetic coordinations with enclitic par-
ticles, the external (first) coordinand (yP) is silent. In coordinations head-
ed by a linearly initial bimorphemic coordinator, the two coordinate mor-

concerned with the latter form which has the etymology and decomposition given in Tab.
R.3 (according to Vasmer), but the former is distinct (cognate with the numeral ‘one’ in
other languages).
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phemes are distributed between ]° and the head of its complement, y°, as
per Tab. §.3.f This idea is summarised in (f39) with the three types of co-
ordinate construction; Classical Latin (at)que is taken as an example (@ isa
notation for phonological silence). Recall that ‘peninitial’ refers to the 2P
placement of the y particle.

(139) a. PENINITIAL COORDINATE CONSTRUCTIONS
i. Peninitial polysyndetic coordination (1344, i35d, 364, [37d):

[l 1 coordi 1[ J° [p 4t coord, 1]]
| |

que @ que

ii. Peninitial monosyndetic coordination (1345, 1350, (36D, [378) with
phonologically silent

[[HP u coord; ][ J° [ u coordz]]}
| |

% % que

b. INITIAL (BIMORPHEMIC) COORDINATE CONSTRUCTIONS (73d) with
. . 0
phonologically silent y__:

I:[Hp u coord, ][ 7° [» @ coord, ]]}
| |

% at  que

The analysis of compound coordinators sketched in (398), where the mo-
rphological components of initial particles like Latin at-que or Sanskrit u-td
are spread between y° and°, also lends itself to a diachronic analysis of the
development of linear placement of coordinators in synchronicIE, which is
uniformly head-initial. The analysis put forth here also makes an empiri-
cal prediction for IE. Our having assigned the lower y-headed coordination
structure a category status, we predict the independence of yP.

The independence of the lower cycle

According to the model we have been proposing, the syntax of coordination
is broken down into categories of two kinds. While the higher J° is taken

The notation [+¢] in Tab. R.3 refers to whether a particle is a Wackernagel element, re-
quiring second-position ([ +¢]), or not ([—¢]). The theory and details behind the notations
are addressed below.
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to join coordinate arguments, its complement yP is thus, mutatis mutandis,
predicted to be an independent phrasal category. By virtue of being junc-
tional, J° establishes a two-place relation between coordinands (a formal
default of coordination). pP, on the other hand, does not establish a two-
place coordinate relation, which leads us to the possibility there are mono-
argumental and morphosyntactically coordination-like constructions head-
ed by pin IE. Given the generalisation on monomorphemic enclitic coor-
dinators, now treated as yos, we need to find in IE mono-argumental con-
structions headed by monomorphemic p particles like Latin que, Sanskrit
ca or OCS i. This is in fact what we find in all IE branches. Independent
uPs are of three types: polarity constructions ('I didn’t see anyone’), free-
choice constructions ("You may have any/whichever one’) and focus construc-
tions (‘Even he came in’). In the former two, uPs contain a y° and a wh-
element. The following examples show a consistent spread of yPs, marked
with brackets, across the full range of early IE languages.

Proceeding from east to west, we start with Indo-Iranian. Both Rgvedic

and post-Vedic Sanskrit show the non-coordinate use of the coordinating
particle ca, where it forms a free-choice expression of the wh-ever-type (f40a, [40b),
or a negative polarity item (f40d). When not combined with a wh-host,

the particle forms an additive expression with focus semantics, akin to the
function ofalso/even in English, as shown in (f40d).

(140) VEDIC & CLASSICAL SANSKRIT:

a. e fow  Hew @ PR T g sy

pratidim viévam modateyat  [kim ca] prthivyam 4adhi

this world exults which [what y] world.r.acc upon
“This whole world exults whatever is upon the earth.
(RV5.83.9")

b. =fr snaEyd T T A FEY ar

yady- abhyupetam [kva ca]sadhu asadhu va

if ~ promised to be accepted where p honest dishonest or

T HET

krtam maya

done.PST.PART 1.SG.INSTR
‘If you accept whatever I may do, whether honest or dishonest.’

(BP. 8.9.12)
c. T I HIT T fafeafa qTAT
na yasya [kas ca| tititarti maya’

NEG whom.GEN [who.M.sG ] able to overcome illusions.rL
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‘No one [=not anyone] can overcome that (=the Supreme Person-
ality of Godhead’s) illusory energy.’

(BP. 8.5.30)
d. =g T T TN WEar wfer
[cintayams$- cajna pasyamibhavatam prati
thinking.PRES.PART § NEG see.1.sG you unto
T
vaikrtam
offence.acc

‘Even after much thinking, Ifail to see the injury I did unto you.
(Mbh. 2.20.1)

InLatin, too, the combination of a y particle and a wh-term may yield a free-
choice item like ‘whatever’ in (g41d). Alternatively, the combination may
yield a universal quantificational expression like ‘all’ or ‘each’, as examples
which Bortolussi (2013) collected in (f415-f41d) show.

(141) LATIN:

a. ut, inquo [quis que]artificio excelleret, is in suo genere

thatin who [what y] craft excels, isinhis family

Roscius diceretur

R spoken

‘so that he, in whatever craft he excels, is spoken of as a Roscius

in his field of endeavor.’ (Or. 1.28.130)
b. Sicsingillatim nostrum unus quis-que mouetur

so individually we one wh-p  moved

‘So each of us is individually moved’ (Lucil. sat. 563)
c. Morbus est habitus cuius-que corporis contra naturam

sicknessis reside wh-p body  contrary nature

“The sickness is the situation of any/every/each body contrary to
nature’ (Cell. 4.2.3)

d. auentaudire quid quis-que senserit
want hear whatwh-p  think

‘they wish to hear what each man’s (everyone’s) opinion was’
(Cic. Phil. 14,19)

Note the same free-choice meaning in Cothic, where the combination of
a wh-term like ‘where’ and a p particle uh, diachronically deriving from
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«k"e, yields ‘wherever’ as ([42d) suggests. Just asin Latin, and other IE lan-
guages, the wh+y combination may also form a universal quantificational
expression as per (£42D).

(142) GorTHIC:

a. P1soepa nh TATTIS

[pishvad uh] (...) gaggis.

[where y] g0.2.SG.PRES.ACT.IND

‘wherever you go’ (CA. Mt. 8:19)
b. gahoaz nh sael hansewp VARDAA

jah [hvaz-  uh] saei hauseip waurda

and who.M.sc and pro.m.sc hear.3.sc.IND words.acc.pPL

HEINA

meina

mine

‘And every one that heareth these sayings of mine’

(CA. Mt. 7:206)

In Old Church Slavonic, we focus on one kind of y particles: the conjunc-
tive i particle. In non-coordinate uses, i was additive-focal (cf. Sanskrit ex.
fig0d), and the crucial morphemic ingredient for NPIs. In (E43a), we show
the additive role of i.

(143) OLD CHURCH SLAVONIC:

a. raQaat & (09%3 59 POED
postila [i togo] ka nimu
sent.3.PL.AOR [y him.M.sG.acc| to then.pL.DAT
‘He sent also him to them.’ (CM. Mk. 12:6)
b. P3 menas s DBILSNS PEHIVIAI
ne mogli  bi tvoriti  [n-i-Ceso-Ze|
NEG be-able.prp would.3sc do [NEG-p-what-REL]

‘... he would not be able to do anything.” (CM. Jn. 9:33; Willis
2000: 328, ex. 15)

We also find the additive use of the coordinator pe in Tocharian:

(144) TOCHARIAN:
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a. [hemintuyo  ypicolyiyam sart"
[jewels.pL.INsT full ship.F.sc.Loc caravan.m.sG.oBL
Jambudvipac pe]
Jambudvipa.m.sG.ALLT and/y|
yamuras, spat komsa
having been made.surpr.ABs.M.SG.ABL seven day.M.PL.PERLT
knukac wram

neck.sG.ALLT water.sG.LoC

‘With a caravan to Jambudvipa also having been made in a ship
filled with jewels [...] (TA, Punyavanta-Jataka, 5%

While Classical Armenian did not possess the enclitic +k"e-type coordina-
tor, we can ascertain its loss in the pre-Classical period, since the rem-
nant «k”e still shows in fossilised non-coordinate form, with the semantics
aligned with other IE languages.

(145) CLASSICAL ARMENIAN:
a. bkpk n f
et‘efo- k...
if who-y
‘If anyone [strike (thee) upon thy right cheek .. .|
(VT. Mat. 5.39; Klein 1997: 196)
b. bppk f
lertbe-  k‘]...
[time.LocC Y]
‘At any time/ever.’ (VT. Mt., 5.39; Klein 1997: 191)

Hittite, along with the rest of the Anatolian family, also shows mono-
argumental functions of the coordinator, of which there were two kinds:
kki/ kku and (y)a. In non-coordinate uses in combination with wh-hosts,
the former creates negative polarity terms (L46a), while the latter creates
universal quantificational expressions (199d,i99b), a common feature in
IE.

(146) HITTITE:

a. =& 4t HiE=  HRQX
nu-wa 0L [kuit ki] sakti
and-ouot NEG [who p] know.2.sG.PRES

‘You know nothing (=not anything)’ (KUB XXIV.8.1.36)
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b. < FD#F«d P | 2 ey FEE=H#

nu buMmu.MES-3U [kui$§-a] kuwatta  utne paizzi

J sons.his who-y = V somewhere country.Loc went

‘Each of his sons went somewhere to a country.’

(KBo. 3.1.1.17-18)

c. = HEHH FREDF R

nu [kuitt-a]  arhayan kinaizz[i

] what-y = V seperately sifts

‘She sifts everything seperately. (KUB XXIV.11.1I1.18)

Old Irish ch, itself a reflex of PIE «k"e, aside from the coordinate function,
also creates free-choice (f47a) and universal quantificational (147D8,E47d) ex-
pressions.

(147) OLD IRISH:

a. [ce ch]taibre
[what p] give.2.suBj
‘what[so]ever thou may give.’
(Zuir. Hss. 1.20.15; [lhurneysen 2003: 289)
b. [ce ch]orr
[what y] slay.3.m.suBj
‘whichever he may slay.
(Anecd. 11.63.14.H; Thurneysen 20o3: 289)
c. & huiliduini.i. a [ca-ch] duini
vocall man i.e. voc wh-py=every man
‘0, allmeni.e. O, every man’ (Wb. 10c20)

The morphosyntactic independence of yP across a wide range of IE lan-
guages is strong evidence for the J°-y° coordination complex defended here
and elsewhere (cf. Slade 2o11, Wintet 1998, Szabolcsipo14d, interalia). There
is additional semantic evidence for the proposed structure, which gives
rise two different interpretations. In the absence of J°, pPs are predicted to
have the three kinds semantic contribution (additive focus, polarity, free
choice).

By the same reasoning, we predict, for instance, that the Slovenian co-
ordinator in, being derived from a compounding of Proto-Slavonic i and
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adverbial-like connective xn ,[} is not of y but of J category, which explains
its inability to form a polarity/free-choice item with a wh-element (148),

unlike SerBo-Croatian (149), which hasretained the Proto-Slavonic monomor-

phemic i (Derksen, 2008: 207), taken here to be of y category.

*

in kdo
] who

‘anyone/whoever’

(149) i (tko
uwho

(148)

3 b
anyone/whoever

The combination of a conjunctive particle with wh-terms is a solid diag-
nostic for y-status in our system. We have thus identified two syntactic
position, to which we will assign a static semantics via lexical entries in
the next chapter.

In the following section, we devote some detailed attention to each of the
IE branches.

Branch-wise analysis

The aim of this section is to empirically substantiate the claim we have
made for IE coordination, namely, that it operated a double system. We
now take each of the IE branches in turn and demonstrate this. We will
also use a morpheme-breakdown paradigm notation to explicate the idea
we have been pursing, namely the particle compounding. We list in (f59)
an example of such a morpheme-breakdown for English disjunction (in-
terrogative) markers.

(150) English disjunctive/interrogative morphemes:

either
n | either
wh | ether
or
n or

For details on the bimorphemic and dyadic etymology of Slov. in, see Ttubacev (1980: 168),
Feu (1961), and references therein.
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In the following subsections, we will aim to provide as concise a discussion
as space permits of the connective particle systems for all IE families, fo-
cussing on representative languages. As we do so, we also pick up on some
synchronic and diachronic topics of interest in light of our analysis.

GREEK

Humbert (1954: 374ff.) lists the following particles for Attic as attested in
the fourth and fifth centuries ab:

(151) &M\&, apa, dpa, dtép, adtdp, ad, adte, adtg, yap, Ye, dat, 8¢, &1, 1, 1,
Kai, kaitot, pév/prv, pév, pévrot, ovv, mep, Tov, TE, TOL, TOLYAP, TOLyAp-
oL, ToLyapolv, Tolvuv

Throughout the subsections, we will be reviewing the connecting parti-
cle sets that each of the language families features. The descriptive aim
is to uncover the patterns underlying the particle sets (lexicon) since we
are concerned with the morphosyntax of the particles—and in the subse-
quest chapters, we will add the semantic aspect, which will rest on the
morphosyntax, qua compositionality.

Asubsetof thelistin (151) is reordered below with respect to the central mo-
rphological role of particles like te, tot, etc. It is clear from (i53) that a set
of six particles can give rise to nine particle forms since the te, tot particles
combine with others.

(152) Connecting particles in Homeric.:

ad

ad | TE
Kai

Kai | Tot

Kai | te
HEV

HEV | TOL
f

i | te

For an exhaustive descriptive treatment of Greek particles, see Denniston
(1950) and, especially, Ruijghl (1971).
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Homer’s Odyssey and Iliad are dated to 750-650 BCE, following Taplin (1993).
Hesiod’s three works (Th, WD, HS) are dated to the same Homeric period
(Criffin 1993, inter. al.). Consider the distribution of the two coordinator
types in Homer and Hesiod in Tab. R.3, where we list the number of oc-
currences of kai and te, and the ratio of the occurrences per author, which
suggests a rather ‘balanced’ grammar of conjunction.

Kol 1€ z
Homer: 1l & Od 5,287(56%) 4,091(44%) 9,378
Hesiod: Th, DW, @ SH 512(44%)  554(56%) 1,176
) 5,799(55%) 4,755(45%) 10,554

TABLE 3.3.: Grammatical status of 8th c. BCE conjunction system of Creek

We will observe the same ‘balance’ of pen/initial coordinators in Vedic, as
well as other IE languages for which we have early written record.

period text(s) kai (N) te(N) Z(xai,te) «kai(%) Tte(%)
8thc. Bce 11,0d, Th, DW, SH 5,799 4,755 10,554 54.95% 45.05%
sthc. BCcE Hist 3,671 1,465 5,136 71.48%  28.52%
andc. cE GNT 7,715 200 7,915 97.47% 2.53%
15thc. ce  Chron 1,839 40 1,879 97.87% 2.13%

TABLE 3.4.: Grammatical change in the Creek conjunction system of Greek from 8th c.
BCE to15thc. AD

Deckert (2013) gives statistical and distributional statistics of the coordinate
use in the Greek New Testament.

‘EPIC’ (NON-COORDINATE) MEANING What has traditionally been labelled ‘epic
te’, is, as Probert (2015: 109) explains in synchronic, contemporary linguis-
tic theoretic, terms as an adverb that appears in some relative clauses,
normally non-restrictive ones. (see also Coldsteinl po14) The observation
that non-coordinate te occurs in non-restrictive relative clauses (“express-
ing permanent states of affairs”, Probert 2o15: 108), goes back to Ruijgh

(1971).

Kvicald (1864) presents a theory of the ‘generalising te’ according to which
the semantics of the indefinite pronominal term coupled with te yields
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FIGURE 3.1.: Grammar of conjunction in Greek: ki and te from 8th c. BCE to15thc. CE

an irgend-type indefinite semantics. Lammerft (1874) later took up Kvicala’s
(1864) programme and refuted it by demonstrating that the indefinite terms
like &g te as related to 6g tig are very rare. The term ¢ te generally functions
as a relative-anaphoric term and the indefinite semantics related to the
construction is excluded.

Termed ‘epic te’, the classical philological scholarship has long recognised
the non-coordinate meaning of te (e.g. Hoogeveen 1829), covering a range
of constructions found in the Epic period of the language, which we could
describe using modern linguistic terms such as additivity, relativisation,
and modality.fl In the examples below, we list some non-coordinate uses of
te. First, notice the focus-sensitive (emphasising) role of in (E53).

Philological scholars use terms like ‘responsive’ (Denniston, 1950: 520), or ‘superadditory’
(Hoogeveet, 1829: 181).
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(153) «aipd te puAdTLISOG néleTal
aipsa te phulopidos peletai
quick p battle-cry.FEM.GEN.SG become.PRES.MP.3.SG
KOpPOG &vBpwrotatv
koros anthropoisin
satiety.M.NOM.SG men.M.DAT.PL

‘When there is battle men have [suddenly] their fill of it’ (Il. T. 221)

Consider also the additive function, as shown in (f54) and (£55), which
seems in line with the general emphatic function

(154) 6¢ ke Beolg grumeidnron
os ke theois epipeithétai
REL mMay.PRT gods.M.DAT.PL be-persuaded.PRES.SUBJ.MP.3.5G
poda T ExAvov avToD.
mala  t(e) ekluov autou

very.ADV i head.IMPRF.3.PL self.M.3.GEN.SG
‘If any man obeys the gods, they listen to him also.” (Il. A. 218)

(155) Poé6pov opug’ dagov 1€
bothrov oruks 0SSOV te
hole.m.acc.sG dig.AOR.ACT.1.5G REL.N.ACC.SG i
TtuyovaLov
pugousion

of-a-length.m.Acc.sc

‘[dug] a pit, and one too of the measureof ...’
(Od. L. 25; trans. by Hoogeveen 1829: 182, §X)

Although we have reviewed the core Creek particles, we cannot, as [Mor
purgo Davies (1997: 69) warns, assume a priori that all Greek dialects shared
the same particles and made the same extensive use of them. To corrob-
orate this claim, we now take into our scope evidence from Mycenaean,
Cypriot and Arcadian.

ARCADIAN As Morpurgo Davies (1997) shows, only two particles occur rea-
sonably frequently: xé&g/kai and 8¢, while others, such as pév, te, dtép and
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&M are rare.f| In what follows, we take each of the representative particles
in turn.

Arcadian te, although rather rare, shows that it constitutes “a panhel-
lenic phenomenon” since “the history of te everywhere, including Arca-
dian, cannot be wholly dissociated from that of ké¢/xai, largely because
of its scarcity of occurence is determined by the success of ké&g/kai.” (IMor
purgo Davies, 1997: 53-54) In Arcadian, te tends to be confined to bimor-
phemic compound forms, where t¢ is lexically in second position (cf. Lat.
at-que), which includes forms such as €i-te, pij-te, and od-te, where we are
employing - to demarcate the relevant morphemes. Outside such com-
pounds, Arcadian te occurs three times in inscriptions and consistently in
combination with kai, forming a (generalised) conjunction structure of the
following type:

(156) [ [ 2 te XP; ] [ kai YP ] }, where i € j structurally

The following three examples are from those three structures, where te in
the first conjunct in (57) takes the form of ¢ and k& corresponds to kai else-
where. The exhaustive data, borrowed from Morpurgo Davies (1997: 54,
ex. 1-3), is to show that, at least, the ‘simple’ t¢ is no longer part of the
language as reflected by Arcadian.

(157) [kaxd]¢ ¢  €EOhottv k& 6QG tote Sajpogopyé
[kako]s dz’ heksoloituka hodzis tote damioworge
let.perish and horribly ~ and whoever then damioworge
[adpde|oTal
[haphae]stai
let.pay
‘Let him perish horribly and let whoever is then damioworge pay . ..’
(Dubois 1986: ii, 196; possibly from Pheneos, ca. 500 AD;
Morpurgo Davies 1997 op. cit.)

(158) & te 0eo¢  kag oi  Sikagotal
ha te theos kas hoi dikasstai
the and goddess and the judges

‘the goddess and the judges’
(IG-V2 262, 19; Mantinea, sth c.)

The supposed &tép and the disjunction/alternative marker &A& occur only once each; pos-
sibly twice for &Mé&; see Morpurgo Davied (1997: fn. 5).
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[y

(159) & te  iv E[0]aipovt kal tag  i[v Epyoptvoli
tas te inE[ulaimonikai tas ijn Herhominoli
those and in Euaimon and those in Orchomenos

‘those in Euaimon and those in Orchomenos’ (IG-V2343, 49;
Orchomenos, 4thc.)

Out of the three remaining particles, kag/kai, 8¢ and pév, the latter is rare,
while the other two are not. Morpurgo Davies (1997: 55) establishes the
following, in her own words:

i. Arcadian, or atleast the Arcadian of the inscriptions, has only a small
number of particles (cf. [i51),
ii. the quasi disappearance of te must be due to a reasonably fast evolu-
tion in usage after the Mycenaean period,

iii. the form «xai rather than kag of Mantinea and possibly of the rest of
Arcadia is due to external influence.|

MYCENAEAN Mycenaean operated a system of conjunction using qe (®) as
shown in (E6d), which prima facie resembles the kai-styled conjunction (in
its lexical form) but also the te-type (in its syntactic position) in Greek.
Mycenaean data is drawn from Morpurgo Davies (1997: 62-64,).

(160) ARE ¥YNTH AR \WAFATO ATUST ARA

e-ri-tai-je-reja e-ke  e-u-ke-to-qe e-to-ni-jo e-ke-e

E priestesshas  solemnly.affirms-and e-to-ni-jo have.INF

+[

te-o

god(dess)

‘E the priestess has and solemnly affirms that she has the e-to-ni-jo

for the god(dess)’ (PY Ep 704, 5)

(161) ~~~ PAT F= WX TdH AL~~~ PAL

do-e-ro pa-te \\ ma-te-de di-wi-ja do-e-ra do-e-ra
slave father mother-but of-Diwia slave slave

YE O\ FFEX AR

ma-te pa-te ka-ke-u

mother father bronzesmith

7 For etymological discussion of the ké&g/kai alternation, see Luttel (1981) and Beekeg (2010).

97



3.4.2

CHAPTER 3 * TheIndo-European double system

.. .thefather (is) a slave, but the mother (is) a slave of Diwia . . . the
mother (is) a slave, but the father (is) a bronzesmith’(PY An 607, 5ff)

It was in Ruijghl (1967) that the Mycenaen de was analogised clearly with
Creek &8¢, as Morpurgo Davies (1997: 63) reports.

162) ®FNE  ~ A ARO AXTUs  T[Us) AR\
ka-pa-ti-ja e-ke-qe ke-ke-me-no ko-to-[no] dwo
of-Carpathos has-and divided? ktonai(kek) two
BETTR ATA BAE
0-pe-ro-sa-de wo-zo-e 0-wo-ze
having-but worzeen NEG-worzei
“...of Carpathos. .. has two ktonai-kek but having to worzeen she does
not worzei’ (PY Eb 338, 1-2)f

If the derivation proposed in Morpurgo Davies (1997: fn. 24) to treat 8¢ as
deriving from &1 is correct, being in line with Leumann’s (1949) analysis of
alternations in pév/prjvand 8¢/61, then the original function of this particle
was not adversative. For further discussion, see Ruijgh (1971) whose work
remains the most impressive and extant investigation of Greek te.

GERMANIC

The only Germaniclanguage, which shows the double system of coordinate
construction is Gothic, which will be the focus of this subsection.

Gothic connective particles, as reflected by Jehndal et al.’s (2014) database,
comprise a set of altogether fifteen words:

(163) uh, aippau, ak, akei, alja, andizuh, appan, eipau, ip(=uh), jabai,
jah, jappe, ni, nih, swe, pau

Focussing on the second-position -uh, a reflex of PIE +k“e,f we derive the
following paradigm:

(164) Connecting particles in Gothic.:

Restoration as per Morpurgo Davies (1997).
Following Ringe (200G: 117), we assume PIE *k”e > PGmc *h", cf. Gothic h in postvocalic
positions corresponding to postconsonantal uh, also exhibited by (L64).
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uh
andiz | uh
ja| h
ni
ni| h
ja| | bbe
ei bpau
pbau
a bpan
a pbpau
a kei
a lja
a k

As we have already presented in passing, Gothic -uh shows all the traits
of the IE Wackernagel coordinator (p particle) not only in its restriction to
second-position but also in its non-coordinate meaning. Repeated below
in (£63) is uh with the coordinate function.

(165) (TAAAWD IN TIRAITADRIA AFTRA TI€1AATDS GAD)
(galaip in praitauria aftra Peilatus jah)
came.PRET.3.SG in judgement hall.acc.sH again P.Nom  and
VRIAA 1€SN UAD nh 1HHA
wopida lesu qabp uh imma

called.pPreT.3.5G J.Acc said.PRET.3.sG and him.M.DAT.SG

‘(Then) Pilate entered into the judgment hall again, and called Jesus,
and said unto him.’ (CA.Jn. 18:33)

Independent in its lower cycle, i.e. not embedded under J°, and being
hosted by a wh-term, uh clearly has a non-coordinate function as indicated
in therepeated pair of examplesin (f6d). In combination with a wh-expression,
uh delivers a universal-like FC expression (166a)[ or a plain vanilla distribu-

tive universal (166D).

(166) GoTHIC:

a. ¢isopa nh TATTIS
[pishvad uh] (...) gaggis.
[where ] g0.2.SG.PRES.ACT.IND

10 We assume here in line with Chierchia (eo13b), and develop further in the next chapter,
that FCI are licensed by an interpolating modal. We assume the modal is silent in the case

of ([664).
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‘wherever you go’ (CA. Mt. 8:19)
b. gaAh oAz nh sael hansewp VARDAA

jah [hvaz-  uh] saei hauseip waurda

and who.M.sc and pro.m.sc hear.3.sc.IND words.acc.PL

HEINA

meina

mine

‘And every one that heareth these sayings of mine’
(CA. Mt. 7:206)

Note also that non-coordinate uh is not confined to wh-hosts only, turning
them into FCIs or distributes, but rather may combine not only with other
DPs (167) but also VPs (L68).

(167) 1Y 15 NB nNh yQmaa
ip is ub- uh-wopida
but he prT-y  cried

‘but [he]" cried’ (CM. Lk. 18:38)

(168) 1P 1€sNs1aaG nhHp 1™
ip Iesus iddj- uh mip im
butJesus went-y with them

‘But Jesus [went]" with them’ (CM. Lk. 7:6)

Eythorsson (1995) assumes that the syntactic position of uh is invariant and
heads the CP. The only explicit mention of the non-coordinate form of con-
nective function of Gothic uh is in fact Eythoérsson (1995: 81), who assumes
that indefinites move to [Spec,CP], where uh is taken to be in C’. Itisun-
clear how universal quantification over individuals in [Spec,CP] could pro-
ceed at all.

According to Ferraresi (2005: 150), the clausal role of uh is to introduce a
new element into the discourse. Walkden (2012: 123) proposes to treat uh
as the lexicalisation of Foc® so as to allow for focus hosting. The analy-
sis by Walkden (2012: 123) not only makes Eythorsson’s (1995) C-position
more precise by virtue of assuming a fine-grained CP structure (Rizzi, 1997)
butalsoinadvertently parallels with the intuitions of the present proposals
(as is to be semantically developed in the next chapter). Our analysis will
rest on the exhaustification contribution of y particles, like the Cothic uh,
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which will behave like focus (they may as well turn out to be super-/subsets
of Focus).

For comparative purposes, let us turn to another Cermanic language. Other
old Germanic languages, such as Old Norse (ON) exemplified in (E6g) be-
low, have lost the double system of coordinator placement.

(169) Skali Gunnars var gorr af vidi einum ok
hall Gunnar’s was made with beam one and

sudpakidr utan, ok gluggar hja brindsunum
overlapping-boards on-outside and windows by ridge-beams.DEF
ok sndin par fyrir speld.

and fastened these in-front-of shutter
‘Gunnar’s hall was made with one beam and overlapping boards on

the outside, and there were windows by the ridge-beams and shut-
ters fastened in front of these. (BN, 77)

Note that ON head-initial ok etymologically parallels with Gothic head-
peninitial uh. Syntactically, the parametric difference lies in the incorporation-
triggering feature (17d), which patterns with our prediction that the loss
semantic polyfunctionality of y superparticles (which ON ok is not).

(170) a. Coth. uh[+¢]
b. ON ok[—¢]

Walkden (2012) is lead to “speculate that the loss of the Cothic (and presum-
ably Proto-Germanic) system of C-domain discourse particles wasrelated to

the restricted activation of the expanded left periphery in later Northwest
Cermanic languages.” (p. 125)

3.4.3 ITALIC

Latin connective particles, as reflected by [ghndal et al)’s (2o14) database,
comprise a set of altogether twelve words:[]

(171) ac(=atque), an, atque, aut, et, neu, que, sed, simul, sive, ve, vel

11 [ehndaletall’s (2014) PROIEL database was used to access the digitalisation of the Latin
texts, as well as texts in other languages. Once extracted, the data was statistically anal-
ysed.
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Focussing on the second-position -que, a reflex of PIE +k"e, we derive the
following paradigm from a subset of (f71):

(172) Connecting particles in Latin.:

‘AND’, ‘ALL’ que
‘AND’ at | que
et
‘oR’ aut
si ve
ve

Let us start with coordination patterns. We repeat in (£73) the two sig-
nature coordination types we are focusing on: one headed by a second-
position coordinator que and another in head initial position morphologi-
cally containing que.

(173) a. ad summamrem publicam atque ad omnium nostrum
to utmost weal common and to all of us

‘to highest welfare and all our [lives)’ (Or. 1.VI.27-8)

b. viam samutem que
life safety and

‘the life and safety’ (Or. 1.VI.28-9)

We listin Tab. .5 the change in the grammar of conjunction from the first
century BcE to the fourth century ce with relative (and absolute) values.

et que atque z
1stc. BcE Att. ¢ Off. 67.7%(3,558) 26.8%(1,407) 5.6%(294) 100%(5,259)
Gal. 48.3%(989)  34.3%(702)  17.4%(355) 100%(2,046)
athc. ce  Vul. 93.2%(5,662)  6.2%(374) 0.7%(42)  100%(6,078)
Per. Aeth. 89.3%(785)  3.9%(34) 6.8%(60)  100%(879)

TABLE 3.5.: Grammar of conjunction in Latin: et, que, and atque

If we plot this graphically, we may see the decline of one system and the
rise of another system of conjunction. We are also averaging over periods—
hence, Gal, Att, and Off have been averaged for 1st century Bck; likewise,
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et que atque
1stc. BCE 62.2% 28.9% 8.9%

gthc. ce 927% 59% 15%

TABLE 3.6.: Grammatical change from 1st c. BCE to 4th c. cE in the conjunction system
of Latin: et, que, and atque

100 [ ]

80 2

60 [ 2

o
40| :

-1 0 1 2 3 4
century

[—e—et-—=—que —atque |

FIGURE 3.2.: Grammar of conjunction in Latin: et, que, and atque from 1st c. BCE to 4th
C. CE

Vul and Per. Aeth. have been averaged to give us an idea of 4th century ce
conjunction grammar.

The latest and most extensive description and analysis of the Latin system
of coordination is that of [forregd (2009), who covers a range of coordinate
constructions. Since we are focusing on peninitial «k"e and its loss, we re-
portinTab. f.j[Torregd’s (2009) conclusions, where parentheses mean that
the evidence is sporadic while double mark (++) denotes high frequency.
Her conclusions are in line with the general trends of loss reported in Tab.
R.G specifically and with the trends across IE languages more generally.

Let us now consider the non-coordinate forms of Latin que. While wh-que
terms are quantificational, forming FCIs or distributive universals, as shown
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=
=
g A
Fis) —
S o]
E — 3 o] )
- — )] o=
5y} Il %] = 9
A Q ] I =
-~ 2 ©T A
—_— wn - (] E
N~ I 38 8 S
AN @, ~ = X
Conjunctive coordination
et + ++ ++  ++ ++
atque/ac  + + (+) - -
-que ++ + - - -
Disjunctive coordination
ue +) - - - -
aut ++ ++ ++
uel (+) + + - -

siue/seu  + + + + (+)

Adversative coordination

sed + ++ + - -
magis - + o+ +  ++
nisi - -+ + -

TABLE 3.7.: The chronology of Latin coordinators (Torrego, 2009: 482, Tab. 2)

in (I743d-i74d), there are also cases where, for instance, quoque performs the
additive role (i75) which is, as we will defend, the core logical signature
and semantic contribution of que.

(174) Latin wh-que as FCIs and distributive universals

a. ut, inquo [quis que]artificio excelleret, is in suo genere

thatin who [what y] craft = excels, isinhis family

Roscius diceretur

R spoken

‘so that he, in whatever craft he excels, is spoken of as a Roscius

in his field of endeavor.’ (Cic., deOr. 1.28.130)
b. Sicsingillatim nostrum unus quis-que mouetur

so individually we one wh-y  moved

‘So each of us is individually moved’ (Lucil. sat. 563)
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c. Morbus est habitus cuius-que corporis contra naturam
sicknessis reside wh-p body  contrary nature

‘The sickness is the situation of any/every/each body contrary to
nature’ (Cell. 4,2,3)

d. auentaudire quid quis-que senserit
want hear whatwh-p  think

‘they wish to hear what each man’s (everyone’s) opinion was’
(Cic. Phil. 14,19)

(175) elegia quo-que  Graecos prouocamus
elegy wh-y =also Greeks challenge

‘We challenge the Greeks [also in elegy]’.’ (Quint. inst. 10.1.93)

Bortolussi (2013) convincingly argues for a distributive universal semantics
of quisque (i743d-i74d), as we have already noted.

SLAVONIC

The oldest variety of Slavonic, which we focus on, is Old Church Slavonic,
which comprises the following connective particles, as reported by Jghndal
etal's (2o14) database.

(176) a, ali, aste, da, Ze, zane, i, ili, li, ljubo, ni, n®, ovo, ta, taze, ti,
toze, ¢pto, iako

Focussing on three second-position connectives—the disjunctive marker i,
and the two conjunctive particles ze and i—we derive the following paradigm
from a subset of (7G):

(177) Connecting particles in OCS.:
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‘AND’/‘BUT’ ze
Za | ne

ta | Ze

to | Ze
‘AND’, ‘ALSO’, ‘EVEN’ i
‘BuT’ nb

n|i
‘NOT EVEN’ i | ako
‘oR’ i |1l
‘BUT’ a li

We will assume that OCS had two markers of u category: i, and Ze, .

NEGATIVE POLARITY Unlike Gothic or Latin, where a combination of y and
a wh-host obtained a distributive universal expression, such morhological
constructions in Slavonic are NPIs. Through sections 5.2 and 3.3, we have
demonstrated in passing that the OCS i-particle was not only a marker of
conjunction but also of additivity and polarity. Consider the following two
examples below, taken from Willig (2013: 370, ex. 83).

(178) Poi=999%3 900-9% AW+ -+-+W3
n-i-Ceso-Ze ottivéstavaase
NEG-Y-WH-REL=nothing answer.IMPF.3.SG
‘He answered nothing.’ (CM Mt. 27:12)

In OCS, the NPIis formed using a wh-stem, like eso in (i78), that hosts the
particle i, to form i-Ceso (u+what, ‘anything’). Through negative concord of
the matrix negative head (foolowing Zeijlstrd 2oo4), the p is realised with
the negative marker as n-i-Ceso (NEG+p+what, ‘nothing’, lit. ‘not even one
thing’)

The following example is taken cited in Willis (2013: 370, ex. 83) from
Vecerka (1995: 516).

(179) PoR6w.3 oIV ARG MOWII€E PI
n-i-ko-li-ze zapovédi tvoeje ne
NEG-y-who-k-REL=never command.GEN your NEG
PbAQUEFSb9 ®  BWOPA  POIINBWI PI N+&D
préstopixu. i  miné nikolize ne dala

transgress .PAST.1.SG and me.DAT never NEG give .PART
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IO 1960-9K€00I
esi kozilete
be.prEs.2.sc kid.GeN

‘I never broke your command but you have never given me a kid.’
(CM. Lk. 15:29)

The morphological complexity of NPIs can thus be represented in (OCS-
NPI), where n-i-koli-Ze ‘never’, as shown in (18d). Following Derksen| (2008:
229) and Trubacevi (1983: 135-136), I take the etymology of the polarity ad-
verb koli (‘ever’) to consist of the neuter pronoun ko (< PSl. ko) ‘who’ and
the interrogative particle li (< PSL. «li (/«le/+Ié), TrubaceV 1988: 68), which
we will independently categorise as a k particle on the basis of its semantic
roles, as discussed in the following chapter.fi.

We take the n- morpheme to be a concord realisation of the negative opera-
tor, which must be locally bound by the negation in the clause (Progovad,
1994)), following Willis (2013).

(180) Morpho-semantically complex NPIs in OCS and a grammaticalisa-
tion pathway for simplification of internal structure:

[ p[uP n.1i[wlpp ko 11i]1] Ze ] > [, p nikoli(Ze) ]

12 This etymology is contrary to Snoj (1997), who maintains that the ever-particle -koli is orig-
inally a locative of the word for ‘time’, being cognate with Skt. kala (®w%). (Snoj, 1997:
292)
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AdvP
RELP
uP ReL’
n ze

U KP
VAN
i DPriwu) K
ko li
nikoliZe

For further details on the development of polarity in Slavonic, see Willis
(ro12), Blaszczak (2001) and Blaszczak (2002), among others, and Haspeld
math (1997) for a typological overview.

3.4.5 INDO-IRANIAN

The conencting particles we find in Ilr. are listed in (i81).

(181) ParticlesinIIr.:
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CONJ. ca
u | ta
u
ADDIT. ca
DIS). (#1) Vv a
PRT. (NPI) ca
PRT. (FCI) ca

SANSKRIT Sanskritinits narrowest sense applies to standard classical San-
skrit as regulated by the grammarians but may also be conveniently used
more widely as equivalent to Old Indo-Aryan (OIA). In this sense the term
traditionally covers both classical Sanskrit and the pre-classical or Vedic
language. Middle Indo-Aryan (MIA), that is Prakrit in the widest sense of
the term, comprises three successive stages of development: (1) The earli-
est stage is represented in literature by Pali, the language of the canonical
writings of the Theravada school of Buddhism. This is a language of cen-
turies immediately preceding the Christian era. On the same level of de-
velopment are the various dialects recorded in the inscriptions of Asoka (c.
250 BCE), and also the language of other early inscriptions. (2) Prakritin the
narrower sense of the word, or Standard Literary Prakrit, represents the
stage of development reached some centuries after the Christian era. The
various literary forms of Prakrit were maintained by grammarians at this
period and, as a written language, it has remained essentially unchanged
during the following centuries. (3) Apabramsa is known from texts of the
tenth century ap and was formed as a literary language some centuries
prior to that date. It represents the final stage of MIA, the one immedi-
ately preceding the emergence of Modern Indo-Aryan languages, which
comprise Bengali, Hindi, Gujurati, Marathi, etc. These languages only be-
gin to be recorded from about the end of the first millennium ap and their
development can be followed as they gradually acquired their present-day
form. (Burrow, 1955: 2)

The diachronic analysisI provide in this chapter is based on the selected pe-
riods ranging from the first attestation of Indo-Iranian (Ir) in the form of
Vedic and Avestan to forms of Modern Indo-Aryan (MdIA). As we have seen
in Chapter 2, Sanskrit operated a double system of coordination: clausal co-
ordination with medial placement of the coordination, and a sub-clausal
system of coordination with non-medial (i.e. second or final) position place-
ment of the coordinator. This double system has been completely lost in
MdIA, which operate a single system of coordination with exclusively me-
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dial placement of the coordinator.

Oberlies (1998: 158) based on ‘cumulative evidence’ dates Rgveda within the
range of 1,700—1,100 Bce. The Veda was originally composed orally and
preserved in this fashion for at least 500 years before being written down,
which makes dating the Rgveda difficult since it probably emerged as the
result of a very long tradition of hymns, some of which go back to before
the IndoIranian split, ca. 2000 Bck. it is therefore probable thatit had been
composed and orally transmitted as early as 1500 and probably no later than
1000 BCE, as Noyer (2011) observes. In this section, we cover the periods
listed in Tab. R.8.

TABLE 3.8.: Diachronic periods of Indo-Iranian and Indo-Aryan

TIME PERIOD CORPUS
1,700—1,100 BCE  Vedic Period Rgveda
1,700—1,100 BCE Avestan Period Avesta

400 BCE—400 AD Classical Period Mahabharata
c. 10" ap early modern Period Apabramsa
present modern period

The double system of coordination did indeed undergo loss and replace-
ment by a single system. We will also see that the concept of Old Indo-Aryan
as subsuming both Vedic and Epic/Classical Sanskrit cannot possibly be
maintained once the syntactic evidence from coordination is considered,
since the Vedic and post-Vedic, qua Classical, Sanskrit are different gram-
matically, insofar as coordination is concerned.

Proto Indo-Iranian (PIIr) or Indo-Iranian (IIr) is the common ancestor of Old
Indo-Aryan (OIA) and Avestan. In this section, [ attempt to reconstruct the
syntax of coordinate complexesin Indo-Iranian. Although this soundslike
a problematic task, it may be accomplished if Vedic and Avestan dialects
of IIr can be shown to have the same, or at least parametrically similar,
syntax of coordination.

VEDIC & OoLD INDO-ARYAN The earliest document of the linguistic history of
IndoAryan (IA) is the Rgveda, which is estimated to have been composed
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between 1,700 and 1,000 BcE (Obertlies, 1998). Vedic is the source language
from which all later form of both Sanskrit and Prakrits developed.

The statistical analysis of syntactic patterns in Vedic presented here are
based on the entire text of Rgveda. The statistical data on repetition of coor-
dinators and their syntactic positions is adopted from Klein (19853, 1985D).

In Vedic, the distribution of medial and nonmedial coordination is equal in
that the ratio between initial (utd, adha, atha) and noninitial (ca) coordinate
complexes is generally 1 : 1as shown in Tab. B.q, where N is the sum of all
representative tokens and R the ratio between them.

TABLE 3.9.: Syntactic distribution of Non/Medial coordinate complexes in Rgveda

MEDIAL ca () NON-MEDIAL uta (3)
47.64% 52.36%
N 705 775
R 1 : 110

Statistically, ca is the most frequently occurring coordinator in Rgveda with
775 occurrences, which Klein (1985a: 46) divides into eight general cate-
gories of employment. We list the details of the distribution of coordina-
tors in Rgveda in Appendix .

Let us now turn to the Iranian branch, i.e. to Avestan and Old Persian.

IRANIAN: AVESTAN & oLD PERSIAN The literature on Avestan and Old Per-
sian, as is often the case with other ancient IndoEuropean languages, is
characterised by an absence of in-depth studies dealing with syntax.

Both Vedic and Avestan evolved out of an earlier form, which is unrecorded
by any direct documentation but it may be reconstructed in considerable
detail by means of comparison. By comparing early OIA with the very
closely related Iranian, it is possible to form a fairly accurate idea of the
original PIIr from which both Iranian and Aryan languages have devel-
oped. By comparing IA and Iranian with the other IE languages, it is pos-
sible, therefore, to reconstruct in general an outline of the characteristics
of the original language from which all IE are derived. In the previous sec-
tion, I have outlined a statistical sketch of Vedic coordination, which rein-
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forced the theoretical analysis I provided in Chapter 2. In this section, we
turn to and compare the established facts about Vedic with the system of
coordination in Avestan and Old Persian.

Like the Rgveda, the Avesta was composed and preserved orally with rough
estimation ranging between 1200 and 600 BCE, and was not put into writ-
ing for many centuries. (Noyer, 2o11) The syntax of coordination in the
most archaic text of Avesta, that is Yasna, the relation between medial and
nonmedial placement of the coordinator is not as balanced as is the case
of Rgveda, where the ratio of distribution is 1 : 0.91 (Tab. §.g). Avestan co-
ordination is overwhelmingly nonmedial: 1530 instances of ca drastically
outweigh the mere 9 instances of uta. The ratio is thus:

(182) NON-MEDIAL : MEDIAL = 1: 0.006

The double system of coordination that operated in Vedic is thus replaced
by a single system of nonmedial and overwhelmingly polysyndetic coor-
dination. A further diachronic asymmetry comes from the later form of

Persian, namely Old Persian texts composed around the 6" c. BCE, which
inversely show predominantly medial coordination.

Unlike the Rgveda, where utd and ca are competing conjunctions, each char-
acterised with syntactic specialisation with regards to different categories,
occurring yos times and 775 times respectively, the leading exponent of co-
ordination by far in Old Persian is utd, an Iranian cognate counterpart of
Vedic utd. Although the coordinators are morphologically and etymolog-
ically cognate across Vedic and Avestan (i83), their syntax seems very di-
vergent. The etymologies below are based on Misra (1979: 227), where the
bimorphemic IE etymology of uta is based on Dunkel (1983, 2014b,a)).

(183) a. uta <IIr. xuta < IE xu + xte [OP uta, Skt. uta, Gr. ute
b. ca<IIr. *ca < IE «k"e [Skt. ca, OP ca, Lat. que
c. vaorva<IIrvalEwe, cf. Skt. va Gk. e, Latve

The 100 occurrences of uta include 55 instances of sub-clausal coordination,
which Klein (1988) subdivides into five subgroups, although only two con-
figurational classes are relevant for our syntactic purposes. Of these, the
single most frequent construction is, as expected, XutdaY, as shown in ex-

amples (E84) through (E84).
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(184) Parsa uta Mada
Persian and Median

‘The Persian and Median.’ (DB, 2.18)

(185) kara Parsa u[ta M]ada
sent.1.sG.PAST Persian and Median
‘(Therefore) I sent off The Persian and Median (army).” (DB, 2.81-82)fi

(186) Pardavauta Varkana
Parthia and Hyrcania

‘Parthia and Hyrcania.’ (DB, 2.81-82)

The Burgbau inscription (DSf) also involves the same type of head-initial
coordination, as shown in the following examples.

(187) martiya karnuvaka ta[yaiy]ada"gam akunava'ta avaiy Yauna
men.3.PL Stone those made.pPAsT were those Ionians
uta [S]pardiya
and Sardians
‘The stone-cutters who made the stone, those were Ionians and Sar-
dians. (DSt, 47-49)

It seems that the overwhelmingly predominant form of simplex nominal
coordination is that involving uta, not ca, which is in stark contrast with
Avestan and Rgvedic.

(188) xradum uta aruvastam
wisdom and activity

‘wisdom and activity’ (DND, 3-4)

(189) usly uta framana
understanding and command

‘understanding and command’ (DND, 28)

Statistically, there is no difference between clausal and sub-clausal role of
OP uta, unlike in Vedic. OP uta is also consistently head-initial as there

13 Cf. DB 3.29-30.
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are no occurrences of second or final position placement of uta. Table
shows the distributional facts about OP uta. There are only 14 instances of
ca in OP, which amount to merely 10 coordinate constructions of which 3
are uncertain and 2 are probably wrongly interpreted, that is ca in those
two cases served a different syntactic role. (Klein, 1988: 402)

TABLE 3.10.: Syntactic distribution of utd in Old Persian

SUB-CLAUSAL

INITIAL POLYSYNDETIC
63.63% 36.36%

N 35 20
CLAUSAL

INITIAL POLYSYNDETIC
75% 25%
N 33 11

We have seen from the Iranian branch of IIr., with Old Avestan as the eas-
rliest language, operated a predominantly head-final and 2P system of co-
ordination and that there were only 0.6% instances of medial coordination
expressed by uta. In Old Persian, however, the later form of Iranian, the
system seems to have undergone a reversal from exclusively non-medial to
exclusively medial as less than 10% of instances were headed by head-final
ca.

Now we turn to Classical Sanskrit, where we see that the diachronic asym-
metry of coordination that took place in the transition from Avestan to Old
Persian, is not an anomaly restricted to the Iranian branch of IE but is also
clearly indicative of the history of Old IA.

CLASSICAL SANSKRIT For detailed statistical analyses, I concentrate on the
first 151 chapters of the first book of Mahabharata. In Vedic, we saw that the
earliest form of Sanskrit operated a double system of coordination: the me-
dial placement of the coordinator (such as utd) does not not trigger move-
ment, neither of the entire complement, nor an element within it, which
is associated with a movement-triggering feature on a coordinating head
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such ascaorva.

In Classical Sanskrit, represented by the extensive texts of Mahabharata and
Ramayana, there are altogether 39,369 instances of coordinate structures,
almost exclusively involving a nonmedial coordinator, as indicated in Ap-
pendix [H. The medial coordination of the utd-type is almost entirely non-
existent in Classical Sanskrit. For further details, see Mitrovid (2011) and
references therein.

Classical Sanskrit is, in this respect, a black sheep in the IE family since
all other languages that had a Wackernagel-type coordinator lost the en-
clitic coordinator and replaced it with an orthotonic (freestanding) marker
(we will return to this in §3.G). We conjecturally relegate this exceptional
fact to language contact with the head-final Dravidian language family.
There are a number of features of Sanskrit which have not been inherited
from (P)IE such as the quotative marker iti (zfr) (Krishnamurti, poo3: 36-
37) or the general retroflex phonology.[{ Under this conjectured view, the
retention of peninitial coordination markers in Sanskrit is contact-fed by
Dravidian, which had, and still has, non-initial coordination markers.

THE POST-CLASSICAL PERIOD Itisevident from the earliest MdIA texts, writ-
ten in early Marathi and/or Hindi, that a single system of medial coordina-
tion operated as in the earliest attestations of Marathi (13th c.), coordina-
tion was only medial. (Alklujar, p.c.) As[Tagare (1948: 334) notes, the 10th
century (early MdIA) Prakrit text of Apabramsa possessed the same set of co-
ordinators that were used in earlier Prakrits. We conjecture that the loss of
non-medial coordination took place sometime between the post-classical
Sanskrit and Prakrit period (4th c.) and thirteenth century ap, leaving the
analysis of Prakrit coordination for further research.

Synchronic IA languages all show exclusively medial placement of the co-
ordinator. Hindi coordinate complexes, for instance, are consistently and
harmonically head-initial, as shown in examples (19d) through (fo1).

(190) AT FEAT AT TEAT B
Manoj lamba aur patla hai.
M tall and thin is

‘Manoj is tall and thin/ (Snell, 2oo3: 15)

14 For further debate and evidence, see Witzel (1999) and Kuipet (1991).
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(191) &#¥ faEr A7 T @0 TNEar 8§
mere pita aur caca dono neta hai.
my father and uncle both politicians are

‘My father and uncle are both politicians. (Snell, 2003: 19)

Bengali also shows initial headed coordination, whereby ebam and o are
employed for conjunctive coordination and ba for disjunctive or contrastive
(i.e. adversative)coordination, asindicated in examples (£92) through (f94).

(192) F=o< @@ FEEeF @R @92 A
brmkara kedhau kalamapke dethila ebam marila
viper  hollow tree.Loc saw and killed

‘He saw a viper in the hollow of the tree and killed it.” (Yates, 1849:
118)

(193) ¢ ¢ @& e W e g SRG®
go o mesa o mahisao chagalacariteche
cow and sheep and buffalo and goat ~ feeding.rL

‘The cow and sheep and buffalo and goat are feeding.” (Yates, 1849:

118)
(194) cTeCs T W A
naukate ba asbe sahauba

boat  or horseback go.1.sc
‘I'shall go by boat or on horseback.’ (Yated, 1849: 119)

In Gujarati, there is also no surviving contemporary trace of non-medial
coordination, since coordination is consistently medial, thatis head-initial.

(195) 94 @i W4 @
chagen an moagan avya
Chagan and Magan come.3.PL.PAST

‘Chagan and Magan came. (Doctot], 2004: 68)
(196) 9014 Al YRl ol Ol
chagan avyo porn, magen gayo

Chagan come.3.sc.PAST but Magan go.3.SG.PAST
‘Chagan came but Magan went.’ (Doctot, 20oo4: 69)
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PERIOD uta (3T) ca ()
archaic  45.562% 54.438%

early 2.912%  97.088%
epic 0.838%  99.162%

classical 2.213% 97.787%
medieval 0.740% 99.260%
late 0.699% 99.301%

TABLE 3.12.: Development and loss of the double system of coordination in Indic

The contemporary Iranian branch of IIr. also shows a single system of co-
ordination, which is harmonically initial, as shown in the example from
modern Persian in (197).13

(197) u S5 s ol 255 LU 5
ya  engelisiva faranseyad begir-id  yaalmani va
either English and French memory intake.2.sc or German and
9)
rusi
Russian

‘Either learn English and French or German and Russian.’
(Tabain, 1975: 30)

We have seen in this subsection, that Vedic operated a double system of
coordination (a sub-clausal postpositive and a sub/clausal prepositive sys-
tem), which was lost by the time of Classical Sanskrit. Avestan also does
not seem to have operated a double system; it may be conjectured that (a)
the double system had been inherited from IE and that Avestan lost it, or
(b) that it never developed a double system.

In Tab. B-13, we list the general statistical details of the double system of
coordinate construction in Indic, spanning from Vedic (arhaic) to Late In-
dic. The trends are plotted in fig. §.3. The details are listed in Appendix

B.

Cf. the disjunction marker ya (1) with the initial interrogative particle aya (v). See Mauri
(2008) and Korn and Ohl (2007) for discussion.
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FIGURE 3.3.: Theloss of the double system of coordination in Indic

3.4.6 ANATOLIAN

16

Anatolian is a branch of IE, dated as having split the earliest from the IE
core. Wener (1991) presents a branch-internal cladistics for Anatolian, which
we show in Fig. R.4.[9

For the Anatolian branch, we will predominantly be focussing on Hittite.
There are many connecting particles in Hittite, which we list in (£98), fol-
lowing a sub-word decompositional style we have established by now.

(198) Particles in Hittite:

See Hoffner and Melchert (2008) for further details on history and cladistics of Anatolian.
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PIE
\
Other IE Anatolian
Languages |
(Proto-Lydian) Hittite Palaic South Anatolian
|
Lydian Cuneiform Hieroglyphic

Luwian Luwian

Lycian Milycian

FIGURE 3.4.: Acladistics of the Anatolian branch (Wener, 1991)

CONJ. (y/m)| a
ADDIT. (yym) | a
PrT. (FC, “-EVER’) (ym)| a
PRT. (‘V’) (yym)| a
DIS]. (#1) nas(um | a
PRT. (NPI) kki
kka
DIS). (#2) (@) | ku

We now turn to examine the basics of the syntax and semantics of some of

these particles, featuring in wh-expressions as quantificational terms and

innon-coordinate structures and contexts, where they perform (non/scalar)
additive functions.

INDEFINITE EXISTENTIALS Indefinite and (negative) polar existentials in Hit-
tite are formed through a morphological combination of a wh-term and a
particle. In Hittite, a wh-pronoun kui- (=) ‘who, which’ performs both in-
terrogative and relative functions, and also combines with superparticles
to form quantificational expressions. As Hoffner and Melcherf (2008: 149)
note, the indefinite pronoun ‘some(one), any(one)’ is kuiski (<=4), com-
posed of the (inflected) wh-pronoun kui- (<)=) plus particle -kki (€7) or -kka
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(==).0

WH-QUANTIFICATIONAL EXPRESSIONS On the other hand, the universal dis-
tributive ‘each(one), every(one)’ quantificational expressions correspond to
kuisSa (H¥=Tr), comprising of an inflected kui- (E=) plus the conjunction -
a () / -ya (F) ‘also, and’.[] Listed below in (f9q) are repeated examples of
universal quantificational expressions in Hittite:

(199) a. = FP#F«X el SR LT e FRE=
nu buMu.MES-3U [kuis§-a] kuwatta  utne paizzi
J sons.his who-y = V somewhere country.Loc went

‘Each of his sons went somewhere to a country.’
(KBo. 3.1.1.17-18)

b. < WHEEH PR R
nu [kuitt-a]  arhayan kinaizz[i
J what-y = V seperately sifts

‘She sifts everything separately. (KUB XXIV.11.111.18)

Interestingly, the free-choice ‘whoever’ type expressions are analogous but
notidentical to universal distributives kuisSa (<2=T). AsHoffner and Melchert
(2008: 150) show, while universal distributive kuisSa (<ku-iS-3a) ‘each, ev-
ery(one) shows geminate -83-, the free-choice kuisa (<ku-i-3a) ‘whoever’ fea-
tures the non-geminating conjunction -a(If)/-ma (). The parallel between
Hittite ‘kuiss-a’ and Latin ‘quis-que’ has also been established early on by

Hahn (1933).[1

appiTiviTy  The particle-(y)a also performs an additive function, with both
scalar (‘even’) and non-scalar (‘also’) flavours.

Hoffner and Melcherf (2oo8: 150) explain the -kki/-kka duality: the particle of kuiski reg-
ularly appears as -(k)ki when the vowel in the immediately preceding syllable is i (kuiski,
kuinki, kuitki, kuedanikki) and as -(k)ka in other environments.

Palaic conjunctions and particles seem to be very similar in this respect—see Carruba
(197d: 46-47,60).

For an empirically exhaustive account of universal distributive quantification in Hiero-
glyphic Luwian, see Bauer (2014: Chapter 3) in particular.
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(200) ADRHTTE4DET T ST <ol i B
kinunn=a=z|(war=atzkan] [(k)]asalagari  nu=wazkan  ana 2
now-and-Quot-they-prRT voici it topples now-QUOT-PRT to 2

Rt S BT s D Il ¥ o
E[(N.s1skUR)| [(k)Juitapédani  uUD-ti kaxU-az E[(ME-a)|z
patron.ritual what onthat  day from mouth from mouth
S= TR St RTETEET AE G THE = S bt

uet  nuswazkan apézya uddar oaramma lagaru

it came now-QuoOT-PRT those-y.too words likewise it may topple

‘...look here, they are toppling. What; came from the two ritual pa-
trons’ mouth and toungue on that day, may also those words; likei-
wse topple!’

(IBOT 4.13 & Kbo 2.3 iii 18-22; [Coedegebuure 2013: 36, ex. 17)

(201) == weeA Aen T T4 2D 4t <8
nu memian apuss=[a] UL TIL-ner
and/now matter those-EVEN notthey resolved

“...and even they did not resolve the matter.” (Coedegebuure 2013:
38, ex. 22; KUB 56.19 ii 19-19)

For further details on the additive meaning of the y particle (y)a in Hittite
and its interaction with other elements of the syntax, see Coedegebuure
(2013), Huggard (2014) and Melchert (2009b). Thorough analyses of the Hit-
tite C-system can be found in Proberf (2006) and in Carrett (1994).

COORDINATION Two additive yPs—each of them additive, as per examples
above—yield conjunction, as motivated by our model, via a silent J°. The
two examples below, repeated from the beginning of this chapter, show
the conjunctive meaning that obtains whether a y marker (y)a is repeated
in both conjuncts (e02H) or not (202a).

(202) a. »PEH%EIF« WoTod 4T pTF - RERTET
ansu.kur.ra.mes Lf},me§is.gu§kin ya humandan
charioteers grooms.golden and all
‘Charioteers and all the golden grooms.”  (StBoT. 24.ii.60-61)
b. == e fF e -0 H H =

kass a za URU-az parnanzassa [UD]U.A.LUM
this.Nom and prc city.Nom house.Nom and ram
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o]
DU-TU
become.3sG.1MP

‘and let (both) this city and house become the ram’
(KUB 41.81v 30.)

In Chapterfj, we will develop a semantics for the intuition that [also XP]+[also
YP] delivers [XP]+and+[YP].

TOCHARIAN

Tocharian is not a single language, hence we will, as we go along, dis-
tinguish Tocharian A (TA) and Tocharian B (TB). Where no distinction is
drawn in the discussion, the facts hold across TA and TB.

TB boasts the following coordinators with provided etymologies from Adams

(2013).M9

(203) TB coordinators and particles:
a. Conjunctions:
i. wai‘and’ [?>xwe; cf. wa ‘therefore, nevertheless’ |
ii. spa~sdap~s‘and’ [+¢] [Underlyingly /sdpi/; of uncertain et-
ymology. Possibly a combination of two particles]
iii. kasp ‘and only’ [No etymology provided.]
iv. spak ‘and also, moreover; more’
b. Disjunctions:
i. epe ‘or’ [Etymology obscure. TA also has epe. Possibly a
combination of two particles—discussed below|

ii. wat ‘or; rather than’ [Possibly a combination of two parti-
cles: s«we+tu; cf. wa and wai]

c. Other particles and terms:
i. k(a) emphatic particle
ii. po ‘all, every, each’

One theory cited in Adams (2013) is to treat epe as «h,0-wé where the -wé is the
PIE +we. This falsely predicts the existence of the form *eye in TB, instead

The [+¢] notation refers to obligatory enclisis of the particle.
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of epe. Instead, I propose to etymologise TA and TB epe as a combination of
the initial xwe and the particle pe, which is (very) conjecturally a reflex of

PIE «k"e.

TA, on the other hand, boasts a similar set of coordinators and particles,
taken from Krause and Slocum'’s (2009) dictionary.

(204) TA coordinators and particles:

a. Conjunctions:

i. skam ‘and, also, and also’

ii. ra‘also’

iii. mno([enclitic] conjunction) ‘however; but’ [adversative, hence
epe no, wat no|; ‘(al)though; then’ [TA nu and TB no reflect
PTch *nii from PIE xnii—Sanskrit nit, Greek nn, Latin num,
Gothic nu, Lithuanian n, all ‘now,” OCS ns ‘but, however,’
Hittite nu connective sentence initial particle, etc.]

iv. rano ‘also, in addition; even though; however’ [ra+no]
Disjunctions:
i. epe ‘or' [Etymology obscure. TB also has epe. Possibly a
combination of two particles—as discussed above|

ii. pat‘or’
Other particles:

i. k(emphatic particle), indeed, even

ii. puk ‘all, every’ [pu+k = y+wh-term]

From the lists in (p03) and (204), some common features of the Tocharian

particle system emerge.

(205) Connective particles in Tocharian:

TA TB

CONJ. sd | pa
s| pa | k
kas | p

PRT. (‘V’) pu | k po
DISJ. pe e| pe

pa |t
PRT. (‘even’) k k(a)
CONJ. ka | m
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In what follows, we briefly review the semantics underlying such parti-
cles.

TEMPORAL UNIVERSALs We hypothesise that the temporal universal puk de-
rives from pu + k, the former cognate/reflex of additive/conjunctive pe and

the latter a wh-base (<xkwo).

(206) sni snassesa
one’s.REFL.SG.GEN through-relatives.M.PL.PERL
ortasa ~~~~emtsu
through-glories. m.PL.PERL having-seized.PRET.PART
cwal arla puk
at-birth.sc.oBL (and-)death.sc.PERL always.INDECL
snassesam ywarcka  sdm kayurss
relatives.m.pPL.Loc among.Loc he.DEM.M.sG.Nom bull.m.sc.NoMm
oki nus spante

like bellows.caus.PREs8.sG-acT confidently

‘Through one’s relatives, through glories (7) ~~~~ having received
at birth (and) death (7). (TA. PJ.28)

INDEFINITE EXISTENTIALS There are at least two indefinite-forming strate-
gies in Tocharian. In TA, the particle sam is used, which does not feature

any p-like subparticles.

(207) ma tdprem; sam poncdm
not so some/any entire.m.sG.oBL(<puk)
samsaris karipac
cycle of birth.m.sc.GEN harm.sc.ALTR.ALL
saspartwu alak
located/become.PRET.PART.M.SG.NOM (an)other.m.sG.Nom
wram nas kosne; alasune

thing.sG.ALTR.ALL is.SUPP.PRES as.CORREL sloth.SG.ALTR.NOM

‘There is not another thing (which has) become (lit. turned) so for
the injury of the entire world as (has) sloth’ (TA. PJ.10)

In TB, the indefinite marker is ksa (kca, acc.), which is etymologically iden-
tical with a wh-stem form «k,se as Pinault (1997: 470-472) notes. Again, no
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p-marker is found in combination with the wh-expression to form an in-
definite or polar expression.f]

(208) ma tan kczayor aille nesau
NEG you INDEF.Acc-gift give aux

‘Iam not to give thee any gift’ (TB, 23b5°)

THE MANY FACETs OF NU The PIE particle xnu has its reflexes in Tocharian.
In TA, it can assume a variety of meanings, paraphrasable as now, even,
anyway. InTB (no), it functions as an adversative marker, akin to but, however,

(al)though.

In (pog), we gave evidence of TA nu functioning as an emphatic (‘indeed’-
type) particle.

(209) cami alasuneyis nu tsrassune
DEM.M.SG.GEN sloth.sc.ALTR-GEN indeed strength.sc.ALTR-NOM
pratipaks namtsu tdmyo
opposite.sc.NoM being.suprp.PRET.PART therefore
tsrassune ni arkisosyam
strength.sG.ALTR-NOM my.M.SG.GEN world.sG.ALTR-LOC
puk-am pruccamo palskam

all-m.sc.Loc best.mM.sG.NOM opinion.sc.ALTR-LOC

‘Indeed of this, sloth being the opposite, therefore, strength (is) in
the world in my opinion altogether the best thing’ (TA.JP14)

TA nu can also bring about adversative meaning as (g1d) shows:

(210) pasmam nispal
guarded.M.sG.NOM.PRES.PART. MDPASS Property.sG.ALTR-NOM
lo naksil war
away perish.M.sG.NOM.GERNV water.SG.ALTR-NOM
por 1as lysi
fire.sc.ALTR-NOM kings.M.sG.ALTR-NOM thieves.M.PLNOM
mie karsnenc amok nu ma

resources.oBL cutt-off.PrRes.pPL.AcT skill.sc.ALTR-NoM but not

21 We explore this in Chapter f.
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ndkndstrd, nispalis skam
vanish.m.sG.NOM.PRES10.MDPASS property.sG.ALTR-GEN and
amok tsmar

skill.sG.ALTR-NOM root.SG.ALTR-NOM

‘Guarded property is to be made vanish; water, fire, kings (and) thieves
cut off (one’s) resources. But skill does not vanish, and of property
skill (is) the root. (TA.JP17)

This last example is rather rich, since it simultaneously shows the use of
nu, the enclitic skim and nominal asyndetic coordination.

In TB, no is adversative, hence of the same semantic kind as nu in TA, as
(p11) shows.

(211) tappre kaus yey. ma no nta totka rano
high up went.iMPRF.3.5G.AcT not but NEG.INTSF little even
parna prantsitar
over flow.IMPRF.3.SG.MDPASS

‘it went up high. But it did not overflow, not even a little.’
(TB, B107/THT 107 2)

Note also the particle rano in (p13), which is itself composed of the adversa-
tive no and an additional particle ra, to which we now turn.

PARTICLE RA Our prime candidate for y category, as we have been moti-
vating it, is the TB particle ra, which Adams (2013) translates as an additive
marker, corresponding to English ‘also’, and Sanskrit ca.f] Take the follow-
ing examples exhibiting the additivity (anti-exhaustivity ‘not only’) of the
ra marker.

Under negation, signalled by the negative marker ma, the additive marker

’

yield negated conjunction/discjuntion of the type ‘neither . ..nor".

(212) ma nesn ayor ma ra telki
not there gift not y sacrifice

‘there is no gift, neither [is there| sacrifice’ (TB, 8a1)

Adamsg (2013) also finds a comparative function of ra, corresponding to English ‘like’ and
Sanskrit api. Interestingly, the Ancient Creek te also exhibits the comparative function—
see Denniston (195d: 529) and references therein. It is not readily obvious to me how
the semantic unification of alternative-based quantification and comparatives would pro-
ceed, hence Iignore it here and, potentially, leave it for future research.
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(213) ma tn-onuwanne $§aya naus marasaim ksa tzompostdim
not immortal live earlier not y support some afterwards
‘he did not live here immortally earlier, neither will anyone live
[immortally| hereafter’
(TB, 26as5)

The negative coordination of the latter type features two negative phrases,
headed by ma. In the internal coordinand, the negative head raises to y°

(ra).

(214) Coordination of negative clauses in TB:

JP
UP/>\
" N P
U Neg,P ] P
‘ 0 O/\
@ Neg, u Neg,P
| N\ ]
ma . ma; ra Neg,

t;

Note also the lower-cyclical role of ra as a marker of (universality or) free-
choice, as per (p15). The wh-yu combination also features in plain universal
terms, like everyone in (16).

(215) [ke|tra Saulassu
who y venerable

‘whoever is venerable’ (TB, 23bg)
(216) taiknesa ket ra kartses paspartau poysi [i]nasle

thus  whoy good turned Buddha honored

‘in this way the Buddha [is] to be honored [who has] worked for the

good of everyone’ (TB, 30b8)

Consider now the additive function of ra.
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(217) teni$yamu tam ra yamu
this make that g =also make
‘this I [am to] make, also that I [will] make’ (TB, 338Db1)

The additivity of ra may also be scalar in the sense of ‘even’.

(218) kau[sentai|ra... snaimiydslne sek takoym
murderer y without harm this aux
‘may I be without harm also/even among murderer(s] ...’
(TB, K-3b2)
CELTIC

The Celtic branch of IE internally falls into two categories, namely Conti-
nental Celtic, comprising of Celtic languages spoken in Continental Eu-
rope, and Insular Celtic, which is a sub-branch of Celtic languages spoken
on the British Isles, comprising of Goidelic and Brittonic. The linguistic ge-
netics of the Celtic branch can be represented as per (219), following New-
ton (2006: 4; 2007: 19).

(219) Celtic

I
( \

Continental Celtic Insular Celtic

L I
{ T \ { \

Celtiberian Lepontic Gaulish Goidelic Brittonic

H_‘ |
{ I \

Irish Scots Manx Welsh Breton Cornish

In the following two paragraphs, we review the core connecting particles
in Old Irish, Old Welsh, and Gaulish.

owp IRIsH The two connecting particles we focus on in this section are
head-initial ocus and peninitial -ch.

As Thurneysen (2003: 549; §880) writes, -ch ‘and’—corresponding to Lat.
que, Skt. ca, Gaul. (eti)-cf}—occurs in very early texts only and usually in-
fixed after three kinds of proclitics:

We address Gaulish below.
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Cornish [

Breton
Welsh
Irish [
Lusitanian |- -— :
Celtiberian |- — .
Galatian |- - i
Lepontic |- — i

Gaulish I ————— -

| |
S I LI

| | | | | | | |

S RO RO N e 4
o«bc’ O‘b O‘b 00 OO ooc’ ooc’ OOC’ OOC’ OOC’ Ooc’ ooc’ OOC’
S L T I I L

t
FIGURE 3.5.: Adiachronic sketch of Celtic languages and their lives (Zieglet,
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(220) proclitic hosts of -ch:
i. ro- [aspectual marker]
ii. to- [preposition, reanalysed as aspectual marker]
iii. ba- [copula]

One way to explain the confined class of -ch hosts in (p2d), is to posit the
structural position of -ch in the clausal periphery, which is in line with
Eythorsson/’s (1995) analysis of -uh in Gothic. Following an idea of Roberts
(2004), aspectual markers incorporate into Fin°. The following two exam-
ples are in line with this analysis.

(221) pen oGanélac be¢  noclamecan rongull
fer o6azn=élat  be[i]ch ro=ch-lamethar  forgall
man from-swarm bees  aspr-and.y-ventures testify

‘a man from whom bees swarm away and who ventures to testify.”
(EILw. IV. 190; Ihurneysen 2003: 549)

(222) ba ¢ qu  Tempac
ba ch ri Temrach
cop and king Tara.GEN

‘And he was king of Tara.’ (EILw. IV. 179; [hurneysen 2003: 549)

Note that enclitic connective -ch is only found in the Laws with one one ex-
ample surviving in the MG, indepently confirming the archaic status of
the Laws. In other texts, only head initial coordinators are found, the de-
tails of which are presented in Appendix B.

Aside from -ch, other particles and particle composites are found in OlIr.
The Milan Closses (Milan Codex Ambrosianus/MG) exhibit those connective par-
ticles listed in the following table.

These particles are grouped according to morphemic common denomina-
tors in (g23), with many other connective particles listed in Appendix [f fit-
ting this picture. For a convincing philological analysis of the morpholo-
gical non-atomicity of ocus, see Criffithl (2008) in particular.

(223) Connecting particles in OIr.:
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PARTICLE TRANSLATION # of tokens
os even, and 28
no or 236
dano also, too 108
- and 1
noc alt.+and 33
ocus and 750
TABLE 3.13.: Connecting particles and their instances in Old Irish (Milan Glosses)
CONJ. o|culs
ch
no | ch
CONJ./‘EVEN’ o} S
DISJ. no
ADDIT. da-no

oLb WeLsH A window into Old Welsh (OW) superparticles we are digging
for in IE is work by Falileyev (2000). In (p24)), we report a rather inclusive
list of OW coordinating particles and the relevant NPIs, indefinites, and

interrogatives.

(224) OW coordinating particles and related meanings:

d. COORDINATORS:

1.
ii.
1ii.

(h)a(c) ‘and’ (MW a; OB (h)a)
nou ‘or’ (MW neu; MDW neu; OIr nd, nit)  (Falileyev, 2000: 121)
cen ‘even though’ [MdW cyd, cyn] (MW cin, OB cenit, cf. Ogham

(Falileyevi, pood: 1,2,78-9)

Ir. CI) (Falileyev, oog: 25)

iv. cet ‘even though’ (MW ket) (Falileyev, 2000: 27)
v. hacen ‘but’ (MW hagen, C hagen, B hogen, ha-c-en)

(Falileyev, 2ooo: 79)

vi. hac(c)et ‘and, so’; according to Williams (1927: 265), de-

composible into ac ‘and’ + et (as in nogyt, noget) ‘so’ (MW ha-
gen, C hagen, B hogen, ha-c-en) (Ealileyevi, 2000:
80)

131



CHAPTER 3 * TheIndo-European double system

b. ADDITIVE MARKERS:

i. hithou ‘she (her, it) too’ (conjunctive pronoun; MW hithe(u);

OB itou; MC ythe; MdW hithau) (Falileyev, 20od: 86)
C. INTERROGATIVE/INDEFINITE TERMS:
i. pa ‘what, which’, interrogative and relative particle (MW
pa; MDW pa; MC py, pe, OB pe) (Falileyevi, pood: 126)
ii. pan ‘when’ pron./conj. (MW pan; MpW pan; OIR cuin/can)
(Falileyev, ooo: 127)
d. FREE CHOICE ITEMS:

i. pinnac(c) ‘whatsoever’ [FC] (MW bennac, b(y)nnac; MbW byn-
nag; MC penak, pynag, penag; OB pennac); suggesting an inter-
nal structure of a wh-word (pin) coupled with a conjunctive
particle ac. (Falileyevi, pood: 131)

We group the particles and their combinations from the list above into
a pattern, centering on +k“e, which clearly shows a combinatorial mor-
phosyntax of the OW connectives, featuring a small set of underlying par-
ticles, namely c(e), h(a), t(e) and n(o).

(225) Connecting particles in OW.:

CONJ. (h)a
(h)a| ¢
ha | c(c)e | t
‘EVEN THOUGH’ ce | n
ce |t
‘BUT’ ha| ce | n
DISJ. nou

cauLisH [Koch (1982) and Eskal (1992) report on the conjunction system of
Gaulish as reflected by the Chamalieres tablet, a.k.a. the Chamaliéres in-
scriptions (CI),[ with a focus on eti-c, analysed as a copula (eti) followed by
a conjunctive connective (-c). The etymology of Gaul eti-c as =esti-«kwe finds
further support from Matasovid (2009: 119,176) and Delamarre (2003: 167).

(226) lotites sni regu-c cambion
quicken.2. us.eNcL.pro straighten.1.sc-and. g croocked.acc

24 For details of the CI, see Kochl (2006: 398-399).
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‘You quicken us and I right the wrong [lit. straighten the crooked
one|’ (CI; Koch 1982: 90)

Aside from -c being employed as a conjunctive marker, as both the exam-
ples above and below exhibit, its combination with a wh-term yields a (con-
jectured) FC interpretation (my own):

(227) Eti-c Segoul toncnaman
COP.3-even. | strong one.GEN.SG.ATTRIB oath.acc
toncsiiont-io: meion, pon-c sesit
swear.3.PL.FUT-REL.PRT small.N.NoM/acc when-ever. y sows.3.sG
buet-id ollon;
be.3.sc.suBjN-it great/whole.N.NoM/Acc
regi-c cambion exsops

straighten.1.sc.PrEs-and. y crooked.N.Nom/Acc blind

‘And it is the oath of the Strong One that they shall swear [or, and it
is the destiny of the Victor they shall attain]: the small (?) thing—
whenever he sows it—it shall become great, and I right the wrong
without eyes’ (CI; Koch 1983: 109)f]

In the following inscription, the enclitic -c may be given a focus-sensitive
interpretation (even); this interpretation is my own.

(228) Anedion uediit-mi diiiuin
inner God.Acc.ATTRIB beseech.1.56-1.s5G divine.Acc.ATTRIB
rist narita Mapon(on) Aruernatin:
tablet.INsT magic.INST Maponos.acc Arvernatis.Acc.ATTRIB
lotites-sni ebbi-c sos briytia
quicken.2.sG/pPL-acc.1.PL cop.3-and. y them.Acc.3.PL magic.INST
Anderon

infernal beings.cEL.PL

‘I beseech the chthonic (?7), divine Maponos Arvernatis by means of
(even this) magic tablet: quicken (?) us, i.e., those (named herein),
by the magic of the underworld spirits’ (CI; Koch 1983: 108)

Identical peninitial placement of the +k”e connective, reflexing as -cin Gaul-
ish, is also found in the Alise-Sainte-Reine inscription from the 1st c. ck.

Interpretation of pon-c (‘when+xk"e’) as a FCI ‘whenever’, as opposed to ‘and when’, is
mine.
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(229) MARTIALIS - DANNOTALI \\ IEVRV - VCETE - SOSIN \ \
M son of D bestowed onU this
CELICNON EII-C \\ GOBEDI - DVIIONTIOO
chalice  itis-and by means of the smiths who serve
VCVETIN - \\ - IN ~~~~ ALISIIA
U in Alisiia
‘Martialis son of Dannotal bestowed, on Ucuentis, this chalice and it is
by smiths who serve Ucuentis in Alisia.’ (L-13)

In the last two subsections, we turn to two IE languages, or language fam-
ilies, which do not show the coordinate system of double placement.

ARMENIAN

Armenian does not, as we have remarked in §§.3, show a double system
of coordination in the sense that other older IE languages do. We have
conjectured that the Wackernagel placement of a +k"e-type connective was
lost given Classical Armenian’s relatively late earliest record. We can, still,
finds remnants of 2P syntax, inherited from PIE, in Classical Armenian by
examining its lexicon of connective particles.

Given in (p3d) is a morphologically paradigmatic list of Classical Armenian
particles.

(230) Connecting particles in Armenian:

‘ALSO, EVEN, AND’ ew

ew | s
‘ONLY’ ew | et
‘ANY-/-EVER’ -k |

For a detailed overview of the particle system of Armenian, see Klein (1997)
foraninternal analysis, and Klein (2011) for a comparative analysis of nega-
tion and NPIs in a subset of IE language.

Classical Armenian shows only the medially placed coordinator, as shown
in (231), taken from Krause and Slocum (2004).

(231) [:ﬁr} wih  dJuwiwbulju klwg h qnpd
and ayn Zamanaks ekac’ 1 gorc
at thattime took.AOR.3.SG PREP POSt.ACC.SG
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]'llllqlllIlllllllI]mHL]'()I]lllﬁ lllllJl.lhIl l'l llh[llllj CDhLﬁhl]]:ang I]L
hazarapetut’ean kayser i veray P‘iwnikec‘woc’ ew
chiliarch.GeN.sc emperor.cen.sc over Phoenicians.GEN.PL and
(nmqhumhﬁmgLng, lJ\llIlI’lLIlg IIL l]‘l’lglllthﬂlllq,
Patestinac‘woc’, Asorwoc’ ew Mijagetac’,
Palestinians.GEN.PL Syrians.GEN.PL and Mesopotamians.GEN.PL
U]lll'lll[il'lll IlIll}l’l Ulﬂl’l[lq]]lllj

Marinos ordi Storgeay

Marianus.NOM.SG SON.NOM.SG Storgius.GEN.SG

‘At that time Marinus, son of Storgius, took the post of the emperor’s
chiliarch over [the Phoenicians and Palestinians], [the Syrians and
Mesopotamians]. (MKHist II: 30)

The conjunctive particle ew may also double as shown in the negative polysyn-
detic construction in (232).

(232)

bl_ Hé lnl_glllﬁhﬁ EIllllq I]L I}Ghﬁ

Ew o¢* luc‘anen ¢rag ew dnen
and/also NEc light.PRrEs.3.pPL candle.Acc.sc and put.PRES.3.SG
nly qpniw (e

and gruanaw

under bushel.iNsT.sc

‘Neither do men light a candle, and put it under a bushel’
(VT, Mt. 5:15)

Repeated in (33) are two pieces of data, which show that NPIs comprised
a wh-term and a k" e-type particle.

(233)

a. kpk n f

et'elo- k...

if who-y

‘If anyone [strike (thee) upon thy right cheek .. .|’

(VT. Mt., 5.39; Kleini 1997: 196)

b. kppk f

[ertbe-  Kk']...

[time.LoC ]

‘At any time/ever. (VT. Mt., 5.39; Klein 1997: 191)
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Possible remnants of +k”e may also be found in the particle isk, whose mean-
ing oscillates between conjunctive (‘and’), adversative (‘but’) and emphatic
(‘indeed/truly’), as reported in (234) below.

(234) Uayu gl bl qh npoh dhwdop  GuyubipG, w
Apa dep etew’ zi  ordi miamor kaysern, ayn
then happened it.aor.3.sc thatson only  emperor.Gen.sc that
Illl].l qlﬂlllﬁ]:l’l [il’ll‘llll C[lllLlllll
isk gtaner nora zawak

but/indeed/and considered.imMPE.3.sG his.GEN.sG

‘“Then it happened that the only son of the emperor—that one was
truly/indeed considered his progeny’ (HArm IV: 5)

In the next subsection we turn to the last IE language, which—just like
Armenian—does not show direct evidence of a double system of coordinate
marking, due to its late record.

ALBANIAN

COORDINATION PATTERNS INTHE15TH C.  The oldest Geg Albanian inscription
is the Formula e pagézimit (a letter from Pal Engélli), which dates to the sec-
ond half of the fifteenth century and, luckily, contains a coordinating con-
struction, which we give in (233).

(235) EARLIEST (GEG) ALBANIAN inscription: [November 8, 1462
a. Un'te paghesont’ pr'emenit t’Atit e
[.NoM=you.acc baptise.IND.PREs in.name the=father and
t'Birit e t’Spirit  Senit.
the=son and the=spirit holy

‘I baptize thee in the name of the Father and the Son and the
Holy Spirit. (Formula e pagézimit)

The conjunction markeris of an English-type insofar asits medial and head-
initial placement between the conjunct is concerned. Recall our method-
ological preliminaries from sp.4, in which we stated that if the number
of coordinands (d) equals the number of coordinators (r), then the coordi-
nation markers are structurally subjunctional. On the other hand, if the
cardinal relationship between coordinands and coordinatorsisr = d — 1,
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then the markers are junctional, which seems to be the case with Formula
e pagézimit in (235).

(236) An analysis for (233):

paghesont’ premenit JP

e t'Spirit Senit

e t'Birit

Joseph etal. (2011) also provide a limited corpus from 16th century Geg Alba-
nian, comprising of the earliest major text Mesharii Gjon Buzukut (MGB; The
Missal of Gjon Buzuku), written in 1555, which shows the same grammar
of conjunction as the 15th century inscription cited above.

(237) Endé e zanét té
in.Acc PRT.DEF.N.SG.ACC beginning.N.sG.ACC PRT.F.PL.ACC
shekullit bani
time.M.SG.GEN made.3.SG.PAST.DEF.IND.ACT
Zot’yné giellé e
lord.m.sc.DEF-our.M.NOM heavens.N.PL.ACCM.SG.ACC.INDEF AND
dhené.

earth.DEF.M.SG.ACC

‘In the beginning of time our Lord made heavens and the earth.’
(MGB, 1. 1)

The syntax of conjunction with medial placement is identical in 20th cen-
tury language:
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(238) Shpija e Shqyptarit
house.F.sG.NOM.DEF PRT.F.SG.NOM.DEF Albanian.m.sG.GEN
asht e Zotit e
1S.2.SG.PRES PRT.F.SG.NOM.DEF God.M.SG.GEN.DEF and
e mikut.
PRT.F.SG.NOM.DEF guest.M.SG.GEN

‘The house of the Albanian is of God and of the guest.”  (KLD, 1. 1)

Consider also the double-additive construction in (239), analogous to the
double additive construction (“also .. .also”), which delivers conjunctive
meaning.f]

(239) me shémbéllén e larté
with.acc example.DEF.F.sG.Acc PRT.FEM.SG.Acc high.FE.sG.Acc
besnikériné tuaj edhe kundrejt  meje,

loyalty.DEF.F.sG.Acc your.sc.Acc y =also towards.ABL me.ABL
edhe kundrejt  mbaré Epirit.
u =also towards.aBLall ~ Eprius.M.sG.ABL

‘... with the high example of your loyalty both towards me, as well
as towards all of Epirus.’ (BSk, 1. 5)

Grouping the coordinating particles with quantificational (NPIand FC) terms,
the following pattern emerges:

(240) Connecting particles in Albanian:

CONJ. dhe

e
ADDIT. ‘ALSO/EVEN’ e | dhe
DIS]J. a po

a

0-s-e

‘BUT’ po-r
‘EVERY’ ¢| do
‘ANYONE’ kén | d
COMPL. ‘THAT’ | qé |

For an account of the po marker, see Josephl (2011). Note also that Albanian
po shares many facets with Slovenian 2P pa, which may suggest a common

We will develop a semantics for double additives in Chap.
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IE origin and inheritance. Note also the por particle, where the -r segment
seems cognate with Lith. ir (‘and’) or Toch. ra (<xr+xa/e), which we may
hypothetically derive from PIE xr, signalling a connective ‘now, therefore’,
according to Pokorny (1959: 62). Ileave this conjecture for future research.

While the historical grammar of Albanian (Orel, 2000d) makes no reference
to the historical status of particles , Orel (1998) etymologises the particles
we have laid out in (p43d) as per (p41)

(241) a ‘or, Q (Orel, 1998: 1) From PAlt. xa, cognate with Greek 1} (Ped-
erser], 1895: 322). Meyer (1891) assumed a homophony based
on the duality of the disjunctive and interrogative functions
of a; he thus explains the first intertogative a as cognate with
Lat. an, the second disjunctive use as cognate with Lat. aut,
‘or’. Pedersen (1895: 322) instead proposed that both uses have
a common etymology.

e ‘and, also’ (Orel, 1998: 85) From PAlt. +0(d), going back to IE
+ed~xod; cf. Skt. (or indeed IIr.) at and Slav. x*a ‘but’
dhe ‘and, also’(Orel, 1998: 85)Reflecting PAlb. *do < IE «do as perserved
in Slav. *da ‘and, so that’. Orel also notes the parallel of Alb.
edhe with Slovenian ada < Slav. *ada
edhe ‘and, also’ (Orel, 1998: 85) A sequence of two particles: e+dhe.

Let us now turn to contemporary Albanian patterns of disjunctive and in-
terrogative, which were provided by Dalina Kallulli (p.c.):

(242) Apo shkojmé?
K PART g0.1.PL.PRES
‘Are we going?’
(43) A digjoni
k hear.2.sG.M.PRES
‘Are you listening? Can you hear?’

(244) sot amnesér
today k tomorrow

‘today or tomorrow’
Note the following restriction on particle combinations:

(245)  asot amnesér
Kk today k tomorrow
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‘either today or tomorrow’

(246) 0sot omnesér
K today k tomorrow

‘either today or tomorrow’

(247) T aposot apo nesér
K+ today k+ tomorrow

‘either today or tomorrow’

(248)  osesot osenesér
K+ today k+ tomorrow

‘either today or tomorrow’

Even though Albanian does not show evidence of a 2P placement of the co-
ordinator, we may have evidence of diachronic presence. Albanian indef-
inite or NPI kénd, ‘someone/anyone’ is standardly etymologised as stem-
ming from PAlb. xkwon-to, which has older origins in the PIE syntagma
+kuo++to (Orel, 1998: 178) The latter PIE particle =«to (> PAlb. xto > Alb. d)
seems like a candidate to be tangibly classified as our p-particle.

Equipped with a fine-tuned structure for coordination, we now turn our
focus to the synchronic syntax of peninitially placed Wackernagel coordi-
nators in §3.5. We extend this synchronic account diachronically in §§.8,
where we derive a diachronic analysis of the loss of the double system.

Deriving the peninitial placement

We have empirically established that there were two canonical construc-

tions available in IE languages: a head initial and a head peninitial one,

the latter with the two mono- and polysydentic subtypes. Theoretically,

given the three properties of the double system—linearisation, focus and

morphemic structure—addressed in §§.2.1-§R.2.2, we derived all three prop-
erties differentiating the two canonical patterns within our JP structure.

This section addresses the syntactic derivation behind the peninitial place-
ment of the coordinator. We first investigate the synchronic constructions
in IE that feature peninitial y particles and outline a diachronic account,
according to which the initial pattern is the surviving one.

The second position effect has its traditional aetiology in what is known
as Wackernagel’s Law. Wackernagel (1892) is credited with identifying the
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one generalisation that applies to the syntax of PIE, namely that some el-
ements consistently occupy the second position in a given string of words,
or, in modern terminology, in a given constituent. Suffice it to say that
the 1892 generalisation is far from explanatory: it is solely a descriptive
observation pertaining to word count. An explanation is, however, feasi-
ble in a theory of syntax which, for instance, attributes all configurational
(word order related) differences to differences in movement. There have
essentially been two theoretically different approaches to the explanatory
account of Wackernagel’s Law. Although both theories see the cause of
the second position effect in movement, one confines this movement to
narrow syntax while another places the movement in the post-syntactic
module where it is subject to prosodic conditions.

The purpose of this section is not to categorically suggest a confinement
space wherein the W(ackernagel)-movement takes place, but to suggest an
over-arching factor of the distribution of the second position effects that
the IE coordination data suggests. This factor, as it were, is the phasal
architecture, to which not only the syntactic derivation is subject but also
the phonological and prosodic processes that follow it.

A Wackernagel element like our p (Lat. -que, Hom. -te, Goth. Lat. -uh,
Skt. -ca, etc.) has a requirement which demands y be preceded by a head.
The clitic hosts are predominantly (of the size of) a head; we do not come
across complex maximal categories preceding enclitic particles. There are
instances of non-constituent sequences fronted to p-left-adjacent position
(e.g., Caes.2.11; 2.85). Such clitic hosts generally contain two adjacent
heads, e.g. [p [P° N°|; [ ¢’ t; ... ]]], which invites a prosodic analysis. See
Embick and Noyer (1999: 280-281) for a prosodic account of Latin -que on
this matter. Brian Agbayani and Chris Golston (p.c.) also bring to my at-
tention the dislocation patterns associated with Homeric de, which unlike
tefl may move phrasal constituents to its left.f]

(249) a. [tf} Oexdrn]d  d&yoprivde  kaAégaato Aadv AXIAAeLg
[te dekate] d”  agorénde kalessato laon Axilleus
[the tenth]; and t; to-assembly called host Achilles

‘ but on the tenth Achilleus called the people to assembly’
(Il. A.54)

See Denniston (1950: 516, fn. 1) for arguments and references.
I am grateful to Brian Agbayani and Chris Colston for bringing these exceptions to my
attention.
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b. [éx  t@v Eumpoobev] OS¢  Avaokepal
[ek  ton emprosthen|de  anaskepsai
[from the previous|; andt; consider

‘and consider this from the previous cases’ (Crat. 389°)
c. [kalT@vmap éaut®]| 8¢ PapPdpwv EmepeAetto

[kai ton par’ eauto] de barbaron epemeleito

also the near himself and barbarians took-care-of

‘and he also took care of the barbarians near him’ (Anab. 1.1.5)

Since non-head hosts are far rarer than head hosts, we resume the dis-
cussion accounting for the head dislocations, although the overall traits
of the analysis we develop could extend to XP movement. Let us assume
that p particles come hardwired with an [epp|-like feature [¢] which, un-
like [EPP|, attracts and induces movement of the closest and the smallest
syntactic object, a terminal/head. The link between [EpP| and [¢] is made
empirically even clearer in light of non-head hosts of de in (kaq) above.
Just like [EPP], [e] must be checked in line with the principle of economy
(“as soon as possible”). If there is a syntactically available object satisfying
the two ‘movement criteria’—i.e., the syntactic object is (a) the closest (b)
X™_then [¢] is checked syntactically. If there is no eligible local terminal
in the syntactic structure, [¢] is checked post-syntactically, as per economy
(“better later than never”f). The visibility and eligibility of such head tar-
gets is determined, as we shall see, by phasality.

Phases, as domain delimiters for structure building, do not only concern
syntactic processes. Itisastandard minimalist assumption to view phasal
heads as ‘closing off” a cycle, which is—upon merger of the phasal head,
Xp—transferred to the two interfaces for semantic and phonological pro-
cessing (interpretation and externalisation respectively). A phase there-
fore not only partitions narrow syntactic derivation into logical building
blocks but also delimits post-syntactic operations and synchronises them
with narrow syntax. In this direction, Samuel§ (2009: 242) takes as a start-
ing point the conceptual argument laid out in the foundational work by
Marvin (2003: 74): “If we think of levels in the lexicon as levels of syntactic
attachment of affixes, we can actually say that Lexical Phonology suggests
that phonological rules are limited by syntactic domains, possibly phases.”
Samuels thus proposes a Phonological Derivation by Phase (PDbP), which
“relies on a cycle that is not proprietary to phonology.” (Samuels, 2009g:

See Preminger (2011) for a theoretical connection with, and background on, this kind of
crash-tolerating economy.
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243) Combining Samuels’s theory with the concept of post-syntactic move-
ment, we should predict the domain or scope of such operations based
on the narrow syntactic derivation. Assume y in (p5d) is a Wackernagel-
type coordinator specified with [¢], which represents the requirement for
peninitial placement. Let’sassumeit takesa phasal complement X, P, which
has ZP as its specifier and YP as its complement.

(250) upP
UO/\
X,P
(€] -
ZP
Z° X? YP

a. e-checkable terminals narrow syntactically: @
b. e-checkable terminals post-syntactically: {Z°,..., X7}
c. closest accessible terminal: z°

Since the phasal head, X}, triggers the transfer of its complement, only the
edge of X;P is accessible to outside operations. The head of ZP is ineligible
for narrow syntactic head movement, possibly for reasons to do with anti-
locality.f Post-syntactically, movement takes place, checking [¢]. Should
the e-accessible domain of heads be non-empty, we predict narrow syntac-
tic incorporation to take place, in line with the aforementioned economy.
Nominal coordinations of the type in (p51) thus get linearised narrow syn-
tactically since the set of e-accessible terminals would not be empty, unlike

in (g5d).

Other reasons for blocked incorporation include the ECP (Chomsky, 1986), from which it
follows that only heads of complements can incorporate (see Roberts 1991: 210). generali-
sation that incorporation
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(251) I HA4 a AT T
djanayan manave ksam  apa$; cat;
for.men created.mip.3.sG.M earth (J) water y

‘For men he created the earth and water. (RV 2.20.7)

On the other hand, a structure like the one in (p53) could only be an in-
stance of post-syntactic movement since the target of movement is syn-
tactically inaccessible and incorporable (head-immovable) as the set of ¢-
accessible terminals is in fact empty (null C°) and does not contain the
wh-terminal, which originates within the specifier of the kartva-headed
CP. Assuming “phonology doesn’t have to ‘read’ syntactic boundaries,”
since “it just applies to each chunk as it is received” (Samuels, 2009g: 250),
the syntactically inaccesible wh-temrinal ya is made available to y° post-
syntactically, thereby checking via movement the [¢] feature.

(252) et o T Feam
krtani ya, ca t; kartva
made.prr. (J) which.ReL g to.be.made.FuUT.PART

‘... what has been and what will be done.’ (RV 1.25.11°)

So far, we have set a system of post-syntactic rescue for e-checking, ap-
pealing to post-syntactic access of the internal structure of specifiers and
availability of post-syntactic incorporation of narrow syntactically frozen
specifiers. Now we turn to cases where the edge, comprising of a specifier
and head, of a phasal category is empty. Take (p53):

(253) &f=r TaET
hanti raksaso
slay.PRES.3.5G demons.Acc.pPL

‘He slays the demons.’ (RV 5.83.2°)

The present verb hanti seems to sit in T° with the object, the demons, lower
in the structure, presumably in its V-complementing in situ position. As-
suming the category of (253) is that of CP, we see that CP edge is empty:
the indicative C° is phonologically null and no syntactic material has been
extraposed or otherwise moved to any of the left-peripheral CP specifiers,
such as a Rizzian Focus head. Should such a CP undergo coordination, the
[¢] feature on p° would not be deleted. Given our assumptions, the deriva-
tion would crash due to this. The structure in (p54) sketches this scenario,
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where there are no syntactically or post-syntactically accessible terminals
within s search domain. The Wackernagel effect is therefore blocked by
virtue of there being no suitable post/syntactic material below °.

(254)
JP
J° up
| o
@ 3 C,P
Le]
/Il l\\ - --9
/ emptyedge
' AN Cn TP
\\ N D~ N ,'
\ empty X R !
" Tinaccessible

a. e-checkable terminals narrow syntactically: @
b. e-checkable terminals post-syntactically: @

c. closest accessible terminal: @

The structure in (p53) is nonetheless a coordinand: aslast resort, the other-
wise silent J° receives phonological realisation for e-checking reasons. The
full internal coordination structure of (253) is given in (p54). The last resort
mechanism qua phonological realisation of J° may be analogised to exple-
tive subjects in a language like English. Just as there is no subject (in the
vP) eligible to raise to [Spec, TP] in sentences like ‘it israining,” an expletive
subject is realised as last resort. Equally, when there are no eligible heads
for [¢]-checking, J° is overt.
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(255) 3@ &= TEHET
u -ta hanti raksaso
J u slay.PrEs.3.sG demons.Acc.pL

‘And he slays the demons.’ (RV 5.83.2")

The proposed analysis is also an explanation of an empirical generalisation
that has not only been extensively shown to hold not only in Rgvedic (Klein
1985a,1985b) and Old Persian (Klein, 1988) but across the vast array of an-
cient IE languages (Kleini 1992, Agbayani and Colston 2010).

(256) CATEGORIAL GENERALISATION:
Peninitial coordinators tend not to feature in clausal coordinations.

Since clauses (CPs) are inherently phasal (Chomsky 2001, et seq.), they pro-
vide the selecting head p with far less search space, or in the case of (p53),
an empty set of possible incorporees. In non-CP coordinands, [e] may be
checked by virtue of access to terminals in y°’s complement’s interior. The
derivation of non-clausal coordination is therefore strictly cyclical:f] once
an XP is derived (cycle I), it is selected by y° (cycle II.) whose [¢] feature
is checked Agree-wise. The yu category is in turn incremented by J° (cycle
III.), as shown in (p57a). The external coordinandfi is merged in [SPEc,]P]
(cycle IV.) in line with cycles II. and III. Stopping off the derivation at the
point of the second cycle obtains bare yPs with focal/polar/scalar semantics
(f2d)-(ia7). The third J°-cycle yields a syntactic structure for coordination.
Diachronically, the change occurs in the collapsing of the second and third
cycles, whereby ;° and J° feature in a single cycle and thereby inherently
yielding bimorphemic coordinators, morphologically and lexically delet-
ing [¢]on y°, which in time gets ‘buried’ under]°, as instantiated in (2575).
The interdependence of the J-y complex may be empirically and technically
analogous to proposals by Chomsky (2008) and Richards (2007), among oth-
ers, who claim that T° is lexically defective, bearing no ¢-features of its
own, and instead inherits its ¢-features from the phase head C°. In light
of this, y° can be analysed as lexically defective, requiring an overt (clitic
hosting/*)J° to delete [£].

(257) a. IIL IL. L

Note that I employ the term ‘cycle’ rather pre-theoretically and these have no role other
than to describe the derivational steps involved in the construction of JP.
The derivation of the external coordinand is ignored here.
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This view predicts that the loss of enclitic monomorphemic coordinators,
and the inverse rise of the inherently initial bimorphemic coordinators,
entails the loss of independent yP, which features in focal additive, polar
and scalar construction as in (f4d)-(L47). This is in fact confirmed.f

Diachronically, the last resort option of realising an overt J° to host the p-
particles (e570) becomes the first response,f as schematised in Fig. B.G.
Clausal coordination type generalises to all categories as y’ comes ‘prein-
stalled’” with a hosting morpheme.

So far, we have been developing a system, we have identified two syntactic
position for connective particles—J° and y°/k"—arguing that the spell-out
interaction of the two positions yields head-initial coordination markers
in IE. We do not, however, mean that all head initial coordinators are com-

The only exception to this diachronic interlock between changes in word order and seman-
tics, would be a case where ;i would not carry [¢] and thus would not get buried under
J° in time. The Slavonic branch is such an exception, which has lexically syncretised the
entries for J° and p° as i but the semantics of the coordinate/non-coordinate constructions
clearly shows that two forms of i existed in OCS, which is preserved in most branches of
synchronic Slavonic.

We use the term ‘first response’, again, very pre-theoretically to label any form of move-
ment which is not triggered by last-resort economy.
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FIGURE 3.6.: Adiachronic sketch of syntactic development of coordination in Indo-Euro-
pean.

posed of J° and y°. One diagnostic for J-composed first-position markers in
IE is the iterativity property.f

Recall the lexicalisation of J° (¢s) in a language like Hungarian, where the
Junction morpheme cannot reduplicate.

(258) a.  Katiés Mari
K J M

The following segment owes its existence to Brian Agbayani and Chris Golston (p.c.), who
have rightfully raised issues concerning the analysis as it stands so far.
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‘Kate and Mary’

b. * ésKatiés Mari
J K J M

‘(both) Kate and Mary’

The problematic, prima facie J-comprising, cases in IE come from Latin et
and Creek kai, where they may reduplicate. Take Latin et, which histor-
ically originates as an adverb meaning ‘yet, still, equally’. (de Vaan, 2008:
195) We have developed an analysis according to which J is phonologically
realised as a last resort when movement from within the internal coordi-
nand (complement to y) is prevented. Assuming et was reanalysed from
an adverb, the realisation of ] would not be derivationally triggered (as-
suming ‘last resort’ as such a trigger). Instead, et is an independent coor-
dinate head—which we label n—assumed to be structurally higher than y
but lower than]J.

(259) HIGH-MIDDLE-LOW COORDINATE CYCLES:

D L BTy

The same reasoning would apply to Hittite nu, which originates as a tempo-
ral adverb ‘now’, which also synchronically shifts into its adverbial mean-
ing in Hittite. Such sub-junctional coordinate heads are predicted to dou-
ble in simplex coordination (cases when two arguments are coordinated),
unlike the ] head. The idea of a ‘middle cycle’ n° position is also in line with
den Dikken’s (2006) original idea that even modern English ‘and’ is not a
realisation of the ] head but is rather a realisation of some sub-junctional
phrase. Whileden Dikken (2006) does not say much about this sub-junctional
projection, we put forth a working hypothesis (p59), although the concern
with n° fell outside the scope of the present work and is at this stage left
for future research.

Syntactic reconstruction ¢’ change

The synchronic optionality between last-resort J°-realisation and first-response
incorporation from within the complements, lends itself to a diachronic
analysis, that is, from this optionality to the survival of a single (latter)
option.
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We have shown that all branches of IE (except Albanian and Armenian)
boasted two series of coordinators: a non-enclitic (orthotonic) one, and
an enclitic one. What is more, all branches of IE exhibit a diachronically
uniform trend, namely the loss of enclitic and takeover of orthotonic co-
ordinators. In later Creek, for instance, the copulative te becomes rare, te
... kai, already frequent in Homer and other idioms, tended, in the course
of time, largely to replace t¢ ...te, as Conda (1954: 185) notes, drawing
from and additionally referring to Schwyzer and Debrunnet (1950: 573).

Also in Latin, -que disappeared at the beginning of our era. Double -que is
proper to ancient Latin and as an archaism adopted by Catullus and the po-
ets of the Augustean and later periods; prose authors, generally speaking,
usually avoid using it, as the standard grammars tell us (Stolz et all, 1928:
656). (Conda, 1954: 185) Latest investigation of Ledgeway (2015) confirm
this also. AsConda (1954: 185) reports, in Oscan we only find nep, neip, in
Umbrian neip for “non, neve, nec ...nec” (Plantd, i897: 469), correspond-
ing to the Lat. neque, nec, which survives in the Romance languages. In
these forms the short endings -p, -c < «k"e were for long supported by the
negative particle with which they formed unity. (Conda, 1954)

This leads us to consider the enclitic series as the archaic variant, while the
orthotone series represents an innovative syntax of coordination, which
we idealistically plotin Fig. §.7, representing the innovative pattern in red
and the archaic enclitic pattern in blue. The speed of change is also con-
sidered: condensed points on the graph represent slow speed as changes
start slowly, then gather speed—represented with separated points on the
graph—and ultimately then reduce speed once innovation (red) is achieved.
As Roberts (2007: 298) notes, this pattern of change can be described as
‘slow, slow, quick, quick, slow’ as dubbed by Denison (1999).f9

Apart from the uniform diachronic decline of the second-position conjunc-
tion markers, which we have categorially labelled and identified as ;°,
across IE language, we have also demonstrated the uniform syntactic and
semantic behaviour of such pymarkers, namely the second-position (penini-
tial) configuration and non-conjunctive (polar, universal, free choice) mean-
ing, respectively.

The reconstruction programme we adopt is that laid out in detail by Walki
denl (2014).

(260) THE BORER-CHOMSKY CONJECTURE (BCC) (Baket, 2008: 353)

For a detailed overview, see also Denison (2003).

150



3.6 = Syntactic reconstruction ¢ change

Z%new

time
FIGURE 3.7.: Anidealised S(igmoid)-curve for diachronic change (Bailey, 1973)

TABLE 3.14.: Semantic distribution of the meanings of y markers across IE

LANGUAGE (FAMILY) U MARKER CONJ. ADDITIVE DISTR. NPI FCI

Homeric (Crk) -Te + (+) - - (=)
Gothic (Cmc) -uh + (+) + —

Latin (Itl) -que + (+) + -

Old Church Slav. (SI) i + + _ + _
Rgvedic (IIr) -ca + + - +
Hittite (Ant) -(y/m)a + + + -+
Tocharian B (Tch) -ra + + + — +
Old Irish (Cel) -ch + (+) + -+

All parameters of variation are attributable to the features of partic-
ular items (e.g. the functional heads) in the lexicon.

(261) A possible feature specification of T, after Adger and Smith (2005)
and Walkden (2014: 55, ex. 30)
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ITENSE : PAST

o| HCASE : nom
UNUM :
UPERS :

The syntax of PIE k"¢ can be reconstructed in so far as its Wackernagel
second-position is concerned. Across earliest IE languages, all y markers
have the second-position requirement, except Slavonic, which we have for-
malised using the head-movement triggering [n]-feature. Aside from this
feature, we also stipulate an intrinsic categorial [iu]-feature.

w__ 0 [H
(262) *k"e=p ["‘5]

In the next chapter, we look closely at the semantics of y particles.

Chapter summary

This chapter looked at the synchronic and diachronic status of word order
in Indo-European (IE) coordinate construction. It empirically established
thatall earliest attestations show that IE boasted a double syntactic system
of coordination where the coordinate constructions were essentially of two

types:

(i) in one type, the coordinator occupies the INITIAL position with re-
gards to the second conjunct, asis the casein synchronicIE languages;

(ii) in another type, the coordinator is placed in the PENINITIAL position
with regards to the second conjunct, which is the standard effect of
the so-called Wackernagel's law, which describes the fact that the
syntax required particular elements to be second in position.

The first desideratum was therefore to unify syntactically the two series of
coordinate structures, which has been accomplished by appealing to den
Dikken/'s J(unction) structure. The proposed analysis has given both types
(i) and (ii) the same structure, namely a double-headed coordinate struc-
ture. The Wackernagel type (ii) construction, obtaining peninitial place-
ment of the coordinator, consisted of a covert high J° and an overt lower y°
carrying an incorporation-triggering feature [¢], which We have taken to
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be onaparwith [Epp|, which isitself reducible to the requirement that syn-
tactic objects follow a metrical boundary as developed in Richards (2o14).
For now, I leave this theoretical trajectory and potential explicandum for
future research. Coordination structures in which [e] may not be checked
(syntactically or postsyntally), feature an overt realisation of J°, which acts
as checker. We have thus explanatorily derived the empirical generalisa-
tion concerning IE coordination.

(263) a. 1i. INITIAL coordinators (i) in IE are generally BIMORPHEMIC

ii. PENINITIAL coordinators (ii) in IE are generally MoNOMOR-
PHEMIC

The J-y system is also aligned with the model of Distributive Morphology.
Assuming morphemes correspond to syntactic heads (Halle and Marantz
1994, etseq.), initial coordinators,of (i)-type, are taken to instantiate phono-
logically both of the two coordinate heads (J°+4°), while enclitic coordina-
tors (of (ii)-type) are instances of partially spelled out JP structure.

If nothing else, we have demonstrated in this chapter that the marriage of
theoretical syntax and historical IE linguistics is a very fruitful one. since
we have attempted to resume definitively a 106 year old topic dating back to
Meillef (1908). Condd (1954) was among the first to resume the discussion
and to formulate the problem precisely:

“The question may, to begin with, be posed whether we are
right in translating Skt. ca, Cr. te, Lat. que, etc., simply by our
modern ‘and’ in regarding the prehistoric ke as a conjunction
in the traditional sense of the term. It is a matter of general
knowledge that many words which atalater period acted as con-
junctions originally, or at the same time, had other functions.”
(Condad, 1954: 182)

Condd (1954: 182) continues to note that “the relation between the copula-
tive [coordinate] te (te A) and the ‘epic’ [non-coordinate] te (te B) has never
been correctly formulated.” The same problem, in different descriptive
terms, extends to other IE branches where, abstractly, a coordinate k”eA
and a non-coordinate +k”eB have beenlt is hard to envisage a correct formu-
lation without the the precise tools that theoretical models make available
and with which we have proposed a rather detailed formulation of this very
relation.
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The composition of JP and its interior

Introduction

This chapter provides the semantics for the syntax we have developed in
Chapter 3. It has been shown that the syntax of coordination involves two
layers. The top layer, headed by ]°, encodes ‘true’ coordination in thatitisa
two-place relation, while the lower head—° for conjunctive and «° for dis-
junctive type—is not. Independently u° operator forms additive, universal-
quantificational, polar, and scalar constructions, while x° independently
turns a proposition into a question (among other possibilities). Tab. .1
shows the structural parameters for JP partitions as they have been devel-
oped in previous chapters. The novel analysis of exclusive disjunction will
rest on the evidence for all three heads (J°, k°, u°) are active in composition
and interpretation.

The goal of this section is to assign the three heads—]°, u° and x’—their
logical forms and derive the different construction from Tab. .3 composi-
tionally. The idea is to assign the three operators meanings from which
we can derive the constructions in Tab. [.3J. It is naive to assume the
task is facile since one difficultly lies in the formally eclectic LFs we will
assign to the three operators. My proposed semantic treatment of ] and
its interior brings together three lines of research. The semantics of ] will
rest on Winter'’s (1998) proposal on pair-formation, the semantics of y on
anti-/exhaustivity as developed in Fox (2007) and Chierchia (2o13b), interal.,
while I'm defining the semantics of k within the framework of the novel
theory of Inquisitive Semantics (Ciardelli et al, 2o13).
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TABLE 4.1.: Structural parameters for JP partitions

HEADS
AMOUNT OF SYNTACTIC STRUCTURE —___—_~ _ CONSTRUCTION TYPE
0 0 0
J v K
. + + — coordination (conjunction)
o T
J .
0 S
H
o + - + coordination (disjunction)
0‘2&
J .
0 S
K
- - 4+ — asyndetic conjunction
Y AN
J
- + — — quantification (polar/scalar/V)
0 AN
u
- - — 4+ question
0 AN
K

+ + + exclusive disjunction

The structure of this chapter follows the aims we have just laid out. The
three core sections—s§g.2, §g.3, and si.4—lay out a lexical entry for each
of the syntactic elements. As we do so, we present a semantic analysis
according to which the composition should proceed along the lines out-
lined in Tab. k.1. We devote the remainder of this introduction to a review
of some core previous analyses, particularly Szabolcsi (2014d) and Szabolcsi
(eo14d). Using this review, we set up the basics of the system within which
we contextualise the proposal.
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szABoLCsSI (20144, 20140) Ever since heroio work, Szabolcsi has been build-
ing a formal system of accounting for natural linguistic incarnations of
lattice-theoretic concepts, as we have remarked at the beginning of Chap-
ter fl. As we repeat Szabolcsi’s (2010) idea on the denotations of y and k par-
ticles from (@) in (264), we also juxtapose this idea with her latest proposal
(Szabolcsi, 2014G).

(264) [Szabolcsi (2010):
a. [p] =infimum/least upper bound (join, union, disjunction)

b. [k] =supremum/greatestlower bound (meet, intersection, con-
junction)

Szabolcsi (2014d) argues that both p and k-style particles can be assigned
a unified semantics across their incarnations. Both kinds of particles im-
pose postsuppositional conditions which are met in the immediately larger
context, as sketched in (g65). We will adopt her idea of postsuppositions
and will introduce them in si.3.

(265) Szabolcsi (2014d: 10, ex. 17): Let X be the expression hosting p/x, and
Y the immediately larger context:
a. prequires [X] c [Y]
b. «krequires [Y] c [X]

What is clear is that y and « are no longer simple lattice-theoretic opera-
tors but rather operators that require the contexts they appear in to be of a
particular lattice-theoretic structure, since C in (265) can be thought of as
a partial ordering relation. In other words, in Szabolcsi (2014d) p and k are
indirect lattice-theoretic impositions on the output contexts.

Although we adopt Chierchia’s (2013D) system in the technical implemen-
tation, the spirit of the analysis follows Szabolcsi’s (20146) programme (63).
The main reason for implementing the analysis in an exhaustification-
based framework is the technical precision with respect to the difference
between, say, ‘any’ and ‘all’. Szabolcsi’s (20146) programme, as it stands
and to the best of my knowledge, does not possess the technical means to
differentiate between polar, scalar, and plain universal y containing ex-
pressions in a way, which would allow us to model diachronic relations
between the latter three kinds. This will become particularly relevant in
Chapter §, when we explore the semantic changes of particle construc-
tions. (Chierchia’s (2013b) feature-based system, on the other hand, will
lend itself to a featural account of historical change.
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[J] as a tuple-forming bullet

The proposal for the meaning of J° is that of Szabolcsi (2013); Szabolcsi et al.
(2013); Szabolcsi (20146), who merges the syntax of Junction as developed by
den Dikken (2006) and the non-Boolean semantics of conjunction as devel-
oped in Winteq (1995) (and re-elaborated in Wintet 1998: Chap. 8). Both
authors posit, for entirely independent reasons, as Szabolcsi (2014G: 10)
writes, “that the members of conjunctions and disjunctions are held to-
gether, so to speak, by otherwise meaningless elements.”

Our preliminary syntactic intuition behind J(unction) was an ontological
neutrality between conjunction and disjunction. The credit for the idea on
translating den Dikken's syntactic neutrality to semantic neutrality goes
to Anna Szabolcsi, who relates the semantics of den Dikken's J° to Winter
(1998: Chap. 8), who proposes a primarily denotation-less semantics be-
hind conjunction. The impression that and conveys Boolean meet, as Win
ter (1998: 339) subscribes, comes form the derivational conjunctive mecha-
nism of interpretation rather than from the meaning of and itself. In the
remainder of this section, we review Wintet'’s (1998) core proposal, which
we extended to disjunction.

The interpretation of den Dikken'’s (2000) ]0 in light of Winter (1995, 1998)
is that of a bullet operator (e), which is a pair-function, taking two argu-
ments (coordinands) and pairing them up. Once combined via e, coordi-
nands (arguments) are paired up but have no Boolean value. The Boolean
meaning is, thus, interpretationally delayed, as we shall see. The compo-
sition we are pursuing is the following:

JP
(266) || & T (l=DTM@I) = e p=(9.9)
;b

The first proposal, which employs J° semantically may be found in the work
by Slad€ (2011) (chapter ten, in particular), whose research agenda we fol-
low. Hoeksema (1983), Landman (1989), Link (1984) and Winter (2001: 38)
argued for a weaker—set-forming—semantics of e. I assume the strong
definition of e and review below Winter’s (1998) main motivation for a
‘zero’ e treatment of coordination before implementing it as].

The core motivation for Winter’s departure from Boolean assumption is
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found in wide scope coordination, which the Boolean framework cannot
handle. A problem challenging the Boolean approach is its treatment of
nominal conjunction. Take (67)—Winter’s (1998: 340) (2)—for instance,
where a Boolean treatment would compute the meaning of conjunction
by intersecting the conjuncts. (267D) is clearly absurd, while ‘widening’
and paraphrasing the conjunction as in (2674) is clearly correct.

(267) Every cat and dog is licensed.

a. [every]([cat]([dog])([licensed])
b. # Everything thatis both a cat and a dog is licensed.

c.  Everycatand every dog is licensed.

While assigning the disjunctive coordinator a standard Boolean denota-
tion (join), Wintet (1998) proposes to treat conjunctive coordinators as se-
mantically null. In conjunctions such as sing and dance, the role of the co-
ordinator is purely syntactic without any interpretational contributions.
Conjunctions are therefore vacuous pairs of the form ([sing], [dance]).
Conjunction of the n-ary form are therefore interpreted as n-ary tuples of
conjunct denotations. The Boolean meet interpretation, standardly assumed
for conjunction, is not, according to Wintet (1998: 343), contributed by the
meaning of and itself but is rather due to a universal grammatical oper-
ation: any tuple denotation may optionally be mapped to the meet of its
coordinates. Coordinate constructions, such as (p67), are inherently am-
biguous between a ‘juxtaposed’ denotation and the possibly Boolean (con-
joined) denotation, resulting from applying meet to the e-formed binary
tuple. The scope ambiguity associated with coordination (267)-(??) results
from the multiple possibilities to apply Boolean operations to tuples gen-
erated compositionally.

Wintert (1998: 348) puts forth three premises for the interpretation of con-
junctive coordination:

(268) a. Two or more denotations can be composed into a tuple. (PF)
b. Boolean meet optionally maps tuples to ‘flat’ denotations. (UM)

c. Wide scope interpretations of conjunction result from point-
wise application of ordinary denotations to tuples. (PA)

The first two (g68a,b) are implemented in a straightforward fashion via an
assumption that natural language tuple denotations come from product do-
mains.
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(269) Winter’'s PRODUCT TYPES:
Let TYPE be the set of extensional types. The set of product types is the smallest set

TYPE, that satisfies:
1. TYPE C TYPE,
2. Ift,1,...,T, € TYPE,thent, @ T, @ ... @ T, € TYPE,

(270) Wintet's PRODUCT TYPE DOMAINS:
Foranyproducttypet;e. . .et,thecorrespondingdomainD;, . = Dy X...XD;

In addition to function application, Winter’s system can also form tuples,
following van Benthem (1991: 57):

(271) Winter's PRODUCT FORMATION (PE):

t t .t. . T 0
a. type transition: o
b. semantics:
(A,B)

The second assumption (p68b) of universal meet can be viewed as a non-logical
axiom on top of the categorial mechanism, which is special to natural lan-
guage semantics. This is defined as follows in (p72) for every Boolean type
T, from Winter (1998: 349)

(272) Wintet’'s UNIVERSAL MEET (UM):

.. TeT
a. type transition:
A,B)
b. semantics: <’—
Ues: 4B

Following Szabolcsi (2014d), we may associate the UM operator as a silent
counterpart of J° which will apply at the root level of JP and which in Sz-
abolcsi (2013: 15-17) is given a dynamic null MEET semantics.

The third premise handles coordinations like every cat and dog (267) so that
the quantifier, or any other determiner, can apply to each of the paired
conjunts (i.e. itcan ‘lower’)and generate a pair of outcomes. Winter refers
to this rule as pointwise application and defines it in sequent format:

(273) Winter’'s POINTWISE APPLICATION (PA):
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't Aoeo t,0F
[LAFEyxey

X=x T=(nV) XNh=z Xhp=12

XvY:<Zl>ZZ>

a. type transition:

b. semantics:

Therefore, whenever z, is derived from xad y, (forn = 1,2), we also derive the
pairs (z;,2,) and (y,y,). Wide scope conjunction can therefore be derived
from PF, UM and PA Winter (1998: 350).

[cat] [dogl

[every] ([cat], [dog])
(Tevery (Tcat]). [everyl (Idogl)}
[every]([cat]) m [every]([dog])

(274)

We depart from Winter (1998), however, in extending the ‘non-Boolean
base’ of interpretation to disjunction. On top of Universal Meet (UM), re-
peated below, we propose our inventory also has Universal Join (UJ), which
is also what Szabolcsi (2014d: §2.3) admits to.

(275) UNIVERSAL MEET (UM/M):

.. TeT
a. type transition: —
A,B)
b. semantics: <’—
AMB

(276) UNIVERSAL JoIN (UJ/U):

.. TeT
a. type transition:
. {A,B)
. semantics: ——=
b. semantics 1B

How will an interpretational system know, which of the two Boolean op-
erations kicks in? We follow the general spirit of Chierchia (2013b) in this
respect, who proposes a syntactic presence of some operators, as we shall
review in the next section(s), which yield pragmatic effects (hence the no-
tion of ‘grammaticised implicatures’, since a pragmatic effect is rooted in
narrow syntax). Similarly we propose that the de-Booleanised denotation
of a JP is mapped onto Boolean meaning via an application of a Boolean
operator, which is fully in line with Winteq (1995, 1998). What was not
on Winter’s agenda was a syntactic backtracking, which would posit an
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original syntactic presence of the operators he calls into play. Assuming
that semantics does not pull magic tricks by incarnating operators required
for ad hoc interpretations—which is claim that Chierchia (2013b) implicitly
defends—we will propose a syntactically present Boolean operator, call it
6, which will assign a Boolean mapping of tuples, i.e. from pairs into
Boolean expressions. If 6 is taken to be be syntactically projected in the
syntax, then the choice of m (g75) versus u (278) can be relegated to prin-
ciples such as Minimality underlying Agree. Derivational and interpreta-
tional procedures are thus rather the same.

The interpretation of a feature-checked 6 operator is given in (p77), both in
set-theoretic (i) and propositional logical (ii) forms for conjunctive (a) and
disjunctive (b) Boolean operations.

(277) a. CONJUNCTION
i, [67TF < 1] = AX[[]X]
ii. [6°[F: ]l =M (x,y)[xAY]
b. pisjuncTIiON
i [6°[e : k1] = AXTLIX]
ii. [6°[r:x]] =A(x,y)[x VY]

Since k and yp superparticles contribute a join-type and meet-type mean-
ings to the structures they appear in, respectively, we posit they carry in-
terpretable features like [ir : k] and [iF : p], respectively, which undergo
Agree with the Boolean 6° operator, which is unspecified, hence carries
an uninterpretable [ur : ]. Once valued and checked, the structure upon
Transfer to the Clinterface computes the meaning and maps a JP tuple onto
Boolean meaning. The features on the superparticle heads are not entirely
formal: the interpretable feature [iF : k] on «° translates into UJ (578) and
[iF : u] on y° is interpreted as UM (p75).]

In (p78) and (279), we sketch thisidea and show the mapping from syntactic

The foundational mechanics and the spirit of the proposal is in line with Chierchia’s
(2o13b) system of valuing a feature set on the exhaustification operator (X[ur : ]), where
the checked feature(s) on X translates in the semantic module as the restriction on quan-
tification. As Chierchid (eo13b: 388) writes, “[n]ever have the syntax of feature checking
...and the semantics . . . been more beneficial to each other.” We will review this in the
next section in the context of exhaustification, for which the system has been originally
set up.

162



2

fa.2 » [J] asatuple-forming bullet

features onto semantic Boolean operations, which in turn operate on JP-

denoting tuples.f

(278) Syntactically rooted MEET:

60/,\
[uF @ ] JP
\\\\\\ uP
HO’\
[iF : u] XP 7° up
N HO’\
S [iE : p] YP
i B P _ A
= ‘ | XP
il ° YP ]|
= [ 1{[XP], [YP])
F [XP] A [YP]
(279) Syntactically rooted joIn:
T
[&1:6: K] JP
\\\:\ HP
\\\\\ HO’\
AN [iF : k] XP J° upP
< £
S [ir: k] YP

Note that the actual meanings of y and « particles are to perform (anti-) exhaustification
and inquisitive closure of their hosts/complements, respectively, which we address in the

next sections.
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e

= | J([xe], [YP])
 [XP] v [YP]

JP

YP

We can thus define a Minimality condition of 6 valuation, based on Rizzi
(1990) and adapted from Chierchia (2013b: 388, ex. 32).

(280) MINIMALITY
a. GBbearing [ur : ] must target the closest potential [ir]-bearer
b. An[ir]-bearer XP is closest to B iff:
i. B6asymmetrically c-commands XP.

ii. Thereis no other [ir]-bearer YP such that 6 asymmetrically
c-commands YP and YP c-commands XP.

c. Ac-commands B iff A does not dominate B and the first branch-
ing node that dominates A also dominates B.

The application of Minimality may seem trivial in light of (78) and (g79)
but will become apparent and more powerful once we motivate a Junction
structure which features both x and y heads.

We will reuse Chierchial’s (2013b) Minimality once more in the next section
to delimit the scope of an exhaustification operator, which will be equally
rooted in syntax.

[u] as postsuppositionally antiexhaustive

We have seen in the previous chapter that y particles feature in expressions
forming Negative Polarity Items (NPIs), Free Choice Items (FCIs), univer-
sal quantifiers, additives, and distributive conjunctions. I will develop an
analysis, which will rely on the framework which recognises alternatives as
a common denominator of latter semantic phenomena. A closely related
phenomenon is that of Scalar Implicatures (SIs). I will follow a model, ac-
cording to which SIs should be viewed as a form of exhaustification of the
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assertion, a view defended in Chierchia et al (2012) and extensively devel-
oped in Chierchia (2013b).

ALTERNATIVE ACTIVATION AND X  The core idea of the proposal is that lexical
items, such as any, -ever, all, also, and and, which are morphologically uni-
fied in some languages via a y morpheme, bring into play active alterna-
tives. The grammatical system then acts on such alternatives in the deriva-
tion by exhausti(fy)ng them.

The p marker (superparticle) essentially makes sure that the alternatives
() of its host (complement) are obligatorily active, an idea proposed by
Chierchid (2013a). An exhaustifier then ‘filters’ such alternatives. We will
be adopting a focus-sensitive exhaustification operator, which we label X
and which is essentially a silent variant of only. We define X in (281), which
Nicola€ (2013: 7, ex. 9) translates into natural language as “the assertion p
is true and any alternative 4 not entailed by p is false.”

(281) X(p)=pAVae ﬂ(p)[[p #q] - ﬁq}

Alternatives are a prominent property of focus constructions, in which fo-
cus associates with a constituent to activate alternatives, which are subse-
quently exhaust(ifi)ed. Consider a focus examples featuring a scalar term
like ‘a few’ such as the one in (283), which we borrow and adapt from Nico-
lae (2013: 7, ex. 10).

(282) p = ‘John talked to [a few] of the students.
p = ‘John talked to A FEw of the students’,

A(p) = q = ‘John talked to maNY of the students’,
d. PI=17 = ‘John talked to mosT of the students’,
s = ‘John talked to ALL of the students’

b‘ x(p) =pA _'{LLraS}

Exhaustive focus therefore enriches the meaning by negating the non-entailed
alternatives it brings about. Exhaustification, however, need not rely on
focus: SIs are also computed along the same lines of enrichment by negat-
ing all non-entailed alternatives since scalar items are lexically endowed
with alternatives, which—when activated by context—undergo enrichment
through interaction with X. This yields SIs. This is also where the notion
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of non-entailed becomes relevant since (£83d) implies, henceforth symbol-
ised as ~~, (E83H) but does not imply, henceforth ~#», (283d) since ‘three’
implies ‘two’ in the sense that if ‘T ate three pies’ then it also true that ‘I
ate two pies.’

(283) a. I ate three pies
b. ~~» Iatetwo pies
c. ~+ Iate four pies

Scalar items thus form entailed alternatives, the sets of which are known
an Horn Scales.

(284) Horn Scales:

a. NUMERALS:
(one, two, three, ...)

b. COORDINATING CONNECTIVES:
(and, or)

C. QUANTIFIERS AND QUANTIFICATIONAL TERMS:
i. (some, many, all)
ii. (sometimes, often, always)

We therefore see that alternatives get factored into meaning in two ways:
via focus (g83) or via lexical specification, which is the case with scalar
items contributing SIs, as we have just discussed. What both focus con-
structions and SIs have in common is that their alternatives, regardless of
their source, are only optionally available. Alternatives are obligatorily ac-
tive and thus in need of obligatory exhaustification in the case of Polarity
constructions, as is the case with NPIs. We will review these in §g.3.1.

The system we are adopting rests on the notion grammaticised scalar im-
plicatures, where scalar (¢) and non-scalar (D) alternatives are lexically grounded
and represented as features ([¢,D]). The system also assumes, as we have
seen, a covert exhaustification operator X which affirms the prejacent (the
assertion)and negates all the alternatives thatare notentailed, as sketched
above. X’s domain restriction of exhaustification (02, D2) is provided via
Agree by the syntactic object carrying [o, D] features.

Scalarlexical items, such as coordinators like and, or or quantifiers like sorme,
all, only have scalar alternatives, which are syntactically represented as
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feature specifications, namely oris specified with [+a] (or [ig]), which pro-
vides the restriction of X via Agree. So in the case of enriched disjunction,
which communicates negated conjunction, we have the following syntac-
tic derivation, which maps directly onto semantic computation:

(285) I'm going to London or Paris.

a. SYNTAX:
X[ut:0) | I'm going to London ory;,) Paris. ]}

b. SEMANTICS:

1. A(285d) =

pVq «——assertion

/

p 0 «— D-alternatives

pVvaq «— g-alternatives

ii. Xmy(pva)=[pvala=lpnag]

Since the restriction of X is scalar (02; determined syntactically), the as-
sertion p Vv q is exhaustified only against the set of its scalar alternatives.
The resulting meaning (p85b-1i) is the intended one: ‘Iam going to London
or I am going to Paris, and I am not going to both (London and Paris).’

We will treat p particles as logical operators with a two-fold meaning. We
will pursue an analysis under which the core meaning of y is antiexhaus-
tive and of a postsuppositional kind. Let us take each of the two semantic
components—antiexhaustivity and postsuppositionality—in turn to sketch
preliminarily the interpretational mechanics we will be pursuing.

ANTIEXHAUSTIVITY AND ITERATIVITY OF X  The core building block of the se-
mantics of y will be the exhaustification procedure as proposed in Chier-
chial (2013b). Exhaustification is taken to be a syntactically grounded prag-
matic instruction to “run the Cricean reasoning”. We also adopt a more
detailed instruction “run the Cricean reasoning iteratively”, where we ac-
cept an iterative mode of application of the relevant maxims, as noted by
Chierchia (2013b: 113, fn. 22). The main reason for adopting this ‘extended’
Cricean reasoning and defining exhaustification iteratively (i.e., allowing
X to apply iteratively) is that this iterativity characterisation grants us a
transition between exhaustivity and antiexhaustivity. As Fox (2007) has
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shown, a double application of X returns -=X and therefore allows us to
see a natural switch between only and also (since not only = also). Appendix
contains Fox’s (2007) proof of this.

In syntactic terms, we take X to attach to the root of propositions,fas briefly
sketched below.

(286)

What about a syntactic analogue of its iterativity. While Fox assumes that
C, is held constant, I assume—in line with Mitrovi¢ and Sauerland (2014)—
that X is not constant, which will allow it to associate with larger contexts
and operate on focus alternatives not necessarily present locally.

Structurally, this recursion of X is represented via a notion of copying,
which we have already involved in the syntax of Junction and the deriva-
tion of polysyndetic coordination in (84) and (Bg). The same syntax is also
found in Bowlet (2014).

(287)

Hence the lexical entry for y particles is the one in (288), which reads “the
assertion p is true and any alternative g not entailed by p is also true.”

(88) [ul(p) = X'(p) = ~X(p) = p A Va € A(p)| [p  q] - q]

Chierchia (2004, 200o6) assumes X attaches to TP. We do not concern ourselves too much
with the syntactic position of X. We will develop a postsuppositional analysis of X: if X
is postsuppositionally defined, then its syntactic globality becomes irrelevant.
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In negative contexts, then, y will have the potential to return the origi-
nal X, since negating an antiexhaustive term yields an exhaustive term,
where entailment under negation is key to understanding the analysis of
polarity phenomena within an X-based account. This will become relevant
in our treatment of NPIs as well as exclusive disjunctions along with FC in-
ferences. The notion essentially derives from [Chierchia’s (2013b) system
and which is conceptually rooted in Chierchial (2006) and his constitution
of Domain Widening (DW) processes.

In non-negative contexts, y will make sure that a conjunction of its host
and all active alternatives to its host are true. In more general terms, non-
scalar exhaustification can be rescued from leading to contradictions in
three ways. Consider exhaustification of subdomain alternatives of a propo-
sition p and let g and r be subdomain alternatives to p.

polarity reading if under -
FCreading if under o

additive reading if X is iterative (x%)
1 otherwise

(289) Xppuy(p) =

In (k9d) we expand (28q) and briefly state reasons (with informal paraphrases)
why non-iterative exhaustification (29od) leads to a contradiction unless
in company of negation (29ob) or a modal (29od), or unless it applies itera-
tively (i.e., twice) (29od) .

(200) a. Xppuy(p) = X(p) A X(q) A X(r) = L

‘only p is the case and only g is the case and only r is the case’

b. Xppaj(=p) = —pA =g A =r
‘neither p is the case and neither g is the case and neither r is
the case’

C. Xpay(op) = 0X(p) A 0X(q) A oX(r)
‘only p may be the case and only 4 may be the case and only r
may be the case’

d. %I[{Dm](p) = ﬁ%(p) AN ﬁ%(Q) A ﬁ%(r) (el
‘not only p is the case and not only q is the case and not only ris
the case’

If the proposition contains negation, then all its alternatives will be en-
tailed and the alternatives cannot be exhaustified away—contradiction will
therefore not arise (§.3.1). The presence of the modal also rescues the
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structure from a contradiction and yields a FC effect with respect to open-
ingupmodal options: informally, many different situationsin which each
of the alternatives may be the case. (§i.3.1) When exhaustification is iter-
ative, additivity and cross-compatibility of all alternatives obtains. When
the set of subdomain alternatives is salient, the reading will be additive
(si-3.3).1 We will explore applications of this enrichment system through-
out this section.

Another LF shorthand for y, which we will be using, is the one in (291),
which simply reads “p and all its alternatives.”j

(01) [l =M1{o}

POSTSUPPOSITIONALITY  For reasons of scope-taking, as well as some other
mechanical aspects, we will rely on the notion of “postsupposition’. In con-
trast to presuppositions, which impose conditions on input contexts, post-
suppositions condition the output context, making postsuppositional ele-
ments thus interpretationally delayed, since they come into play once the
context has been updated. Civen in (292) is an informal definition of post-
suppositions, taken from Brasoveanu and Szabolcsi (2013: 57, ex. 4).

(202) a. Apostsuppositionischecked after at-issue updates are processed,
so itis insensitive to left-to-right matters within the sentence.
In particular, it can be satisfied by referents and facts that were
introduced later than the inducer of the postsupposition.

b. All postsuppositions are effectively checked at the same time,
therefore they can be mutually satisfied by the hosts of each
other’s inducers.

c. If at-issue updates in the sentence do not change the context
in a way relevant to the postsupposition, the output and input

A quick lookahead: in case of exhaustification of scalar alternatives, this will deliver a
universal reading (3 — V) as we see in 1.3.2.

While this ‘shorthand’ is far from being precise in delivering the meanings we delimit
in this section, I use it purely as a simplification in the calculations in Chapter 5. This
shorthand notation, if you will, stands for

X
[

D/o
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contexts are identical in that respect. So the postsupposition
must already be satisfied by the input context.

We will follow the model of Brasoveanu (2013) in setting up the system of
postsuppositional evaluation. We first assume, in line with the Dynamic
Predicate Logic (DPL) programme (Croenendijk and Stokhof, 1991), that the
denotata of sentences, which are themselves formulas, are context change po-
tentials, i.e. they are binary relations over interpretation contexts. In more
formal terms, interpretations are sets of pairs (tuples) of the form in (293).
Given that assignments are treated as contexts in DPL, the set of input/out-
put context pairsis formally equal to a set of input/output assignment pairs
(g and h, resp.). Assignments are additionally ‘inflected” with tests: g[¢]
is thus an assignment with ¢ as a test on the input context—qua presup-
position; h[{] is inversely an assignment with 1 as a test on the output
context—qua postsupposition.

(INPUT CONTEXT, OUTPUT CONTEXT)

(203) a.
b. (gl¢].n[y])

As Paperng (2012: 168) remarks, logical formulas in dynamic approaches
to meaning, of which DPL is one, relate to programs, or instructions. For in-
stance, a logical formula in (p94) is interpreted as a twofold instruction for
interpretation.

(204) [3x[P(x)]]=

a. dx: assign a value to x (INSTRUCTION 1), and
b. P(x): check if P(x) is true (INSTRUCTION 2).

We will notate a postsuppositional component with (Brasoveanu 2013

and Brasoveanu and Szabolcsi 2013 use superscripts). It is axiomatic in
exhaustification-based analyses of alternative computation, such as in Fox
(2oo7), Fox and Katzii (2011), and Chierchia (2o13b), that alternatives be cal-
culated on a propositional level. So for a simple exhaustive focus construc-
tion, like ‘Mary saw [John]", the alternatives are achieved through point-
wise replacement of ‘John’ to yield a list of propositional alternatives and
the ultimate meaning ‘[Mary saw John| and it is not the case that [Mary
saw Bill] and it is not the case that [Mary saw Steve], .. .". The operator re-
sponsible for yielding and exhaustifying such alternatives hence requires
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wide scope. In syntactic terms, it needs to be attached at the root of the
proposition, i.e. to CP.

The postsuppositional treatment gives us such wide scope for free, while
accounting for local marking of focus, since an alternative to ‘Mary saw
[John]"” cannot be ‘Sue saw John’.

We therefore revise (288) from a normal form to a postsuppositional form,
where y is now able to combine with a non-propositional complement, say
a DP, but by virtue of being a postsupposition, its application is delayed
until propositional scope is attained. This way, we account for local mo-
rphological marking of y and global scope. We will return to this in the
last chapter.

(295) POSTSUPPOSITIONAL EXHAUSTIFICATION

a. Normal form:
[11(p) = %*(p) = ~X(p) = p A Va € A(p)[ [p H q] - 4]
b. Postsuppositional form:
[11(p) = ~(p) = [p]“IM*PV = p Avq € A(p)[ [p 1+ 4] - 4]

The p particle will, despite its being defined over propositions (qua CPs), be
able to combine with a DP for reasons given in fn. §on page 4. Thatis,
under point-wise growth, the alternatives of a DP are calculated at a propo-
sitional level, making the denotation of a DP equivalent to a denotation of
a CP (cf. Alonso-Ovalle 2ooG: 8o, fn. 17).

FIRST INCARNATION: POLAR AND FREE-CHOICE

poLARITY We adhere to Chierchia’s (2013b) system in treating NPIs as lex-
ical items with obligatorily active alternatives. In (most of the) old IE lan-
guages, NPIs had a transparently bipartite morphology, as we have seen:
a wh-term and a p superparticle. Our claim will be that it is the y operator
that is responsible for obligatory activation of alternatives of its host, i.e.
the wh-word.

In line with Karttunen (1977), and many others, we will treat wh-terms as
plain existentials:

(206) [who] = [someone]

172



fa.3 » [ as postsuppositionally antiexhaustive

The presence of the p operator activates the alternatives of the existential
(wh) host. We take the relevant syntactic feature on—and semantic ‘di-
mension’ of—the activated alternatives to be [iD], i.e. the restriction of
X is that of sub-domain alternatives. NPIs also have a scalar alternative,
namely the conjunction of the alternative existentials (disjuncts). Once
negated, scalar alternatives are consistently weaker since =[pv g] - [-p A
-q]. The role of scalar alternatives in the derivation of NPIs is therefore
negligible.

Take an example like the one in (2937), where in the scope of negation, all
of the alternatives to p, ‘John didn’t see anyone’, become entailed by the
assertion. The resulting exhaustification therefore returns the original
proposition, i.e. there was no-one (at all) that was seen by John.

(297) [%[m][ John didn’t see anyone ]]

a. ASSERTION: (= p)
—3x € D[PERSON(X) A SEE(JOHN, x) ]

b. A(p) = {—.Elx € D'[pErRsON(x) A sEE(JOHN,X)] | D' C @}
c. Xpuy(p) =v

Let us see how this applies to our IE data. Given in (p98) and (29q) are two
instances of p-marked NPIs in Classical Sanskrit and Hittite, respectively.

(208) T ==I I T fafeofa T
na yasya [kas ca| tititarti maya’
NEG whom.GEN [who.M.sG ] able to overcome illusions.rL
‘No one [=not anyone] can overcome that (=the Supreme Personality

of Godhead’s) illusory energy.’ (BP. 8.5.30)

(209) nu-wa 0L [kuit ki] sakti
and-ouot NEG [who p] know.2.sG.PRES

‘You don’t know anything’ (KUB XXIV.8.1.36)

The NPIs seem to behave in the same way as they do in the English example
(R97), modulo one difference. As we have already seen, and will continue to
explore in the following chapters, the y particle is a conjunctive/universal
and not a disjunctive/existential marker. We will therefore treat the quan-
tificational contribution of y-marked NPIs as universal, which return the
same result. A Hittite example from (9q) is paraphrased in (od)
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(300) [%[m][ You don’t know [what-y] ]}

a. ASSERTION: (= p)
Vx € D[THING(X) A =KNOW(YOU, X) |

b. A(p) = {Vx € ©'[THING(X) A =kNow(You,x)] | D' C @}
c. Xppuy(p) =vp

We will develop strong reasons for treating y as a universal quantificational
marker, as we will see in the following chapter.

FREECHOICE Another type of environmentin which pappearsis free-choice
(FC). AsChierchia (2o13b: Chap. 4-6) shows, the FC effect also derives from
exhaustification via X, which we have already demonstrated for NPIs.

Take a free choice (FC) sentence like (goa) with an LF in (§o1b) and scalar
alternatives in (3o1c).

(301) a. Youmay take ice cream or cake

b. o[pvq]

where p =you may take ice cream, g =you may take cake
c. o-alternatives = { ¢ [p v q],o[p A q]}

where ¢ =(strictly) scalar

Sauerland (2004) also showed that each disjunct in (goia) is also among
the scalar alternatives, not only the entire disjunctions and conjunctions
(Roic). That is, there exists another set of alternatives {p,q}, which we
call Domain alternatives (D-alternatives). This is also justified by the fact,
as Chierchia (2013b) notes, that disjunction is equivalent to an existential
quantification over the D-alternatives, stating that at least one member of
{p, q} is true. Conversely, p A q corresponds to universal quantification over
{p, q} .Now the full range of alternatives to (3oia) are the following.

(302) Extended scalar alternatives for (501a):

o[p v ql—assertion

- -
o o - '
P __°%1—0D alternatives

o[pvaq] «—— g-alternatives
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We can therefore hardwire our X-operator to target the D- or g-alternatives.
Then again, we could leave it unrestricted and let it target the entire sub-
domain, i.e. the context (C), in a loose sense.

(303) Foro[pvgq]:
a. X,={o[pval olpnaql}
b. %D={<>p,<>q}
C. Xeyepy = {olpVval elpnaaql, op oq}

Chierchia (2o13b: Chap. 6) shows that FCIs carry with them a scalar and a
FC implicature—the two contradict each other. Thus, the interpolation of
a modal element solves this contradiction by allowing a weakening of the
scalar component. Via interpolation, Chierchia predicts existential—and
otherwise, universal—FC readings.f

(304) a. X...¢o...ECIp].-- 3-FCI
b. x...FCI[mD]...O... V-FCI

Syntactic evidence for universal quantification in FC yPs in, say Old Irish,
comes from the linear ordering of the FCI and the modal, which in (§o3),
repeated from above, are consistently of the universal FC type, as per (3o4).

(305) OLD IRISH:
a. [ce cha]taibre
[what ]  give.2.suUBjc

‘what[so]ever (Feverything) thou mayst give.” [y, > o] F V-FCI
(Zu ir. Hss. 1.20.15; [[hurneysen 2003: 289)
b. [ce  cha]orr
[what y]  slay.3.m.suBjc

‘whichever he may slay.’ (U, > o] F V-FCI
(Anecd. 11.63.14.H; [hurneysen 2oo3: 289)

The same generalisation on interpolation obtains universal FC reading in
Sanskrit as additionally indicated in the glosses.

For an extensive logical discussion of FC and FC-like phenomena, see Humbertstone (2011:
793-808).
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(306) yady abhyupetam [kva ca]sadhu asadhu va
if  promised to be accepted what y  honest dishonest or
krtam maya

done.PST.PART 1.SG.INSTR

‘If you accept whatever L may do, whether honest or dishonest.’
[HFCI > <>:| F V-ECI (BP 8.9.12)

I do not delve deeper into the FC effect here since I trust it to be derivable
and consistent with a variation on an analysis of polarity phenomena as
shown in Chierchid (2013b).

SECOND INCARNATION: UNIVERSAL

In the previous section, we have seen cases when the presence of a y-particle
in combination with a wh-host forms NPIs by strengthening the meaning
of an indefinite under negation and asserting all its alternatives are true,

i.e. false under negation. In some languages, the y-particles, on the other
hand, derive universal quantificational terms, making a nominal yP ‘who-

' translatable not as ‘anyone’ but ‘everyone’. Consider the following data
from Japanese.

(307) a. i b
dare mo
who y
‘everyone/anyone’
b. Yo FE b
dono gakusei mo
INDET student y

‘all students’

We need not reach to the far East to find such typological oscillations from
polar to universal semantics since such universals are also found in the IE
family—compare the following data from Old Irish (§o8), Cothic (30g) and
Hittite (1d).

(308) a. na ei-plet hua-n bas
ADV PRT-dies.IMPV.3.PL PREP.DEF-PRO.DAT.SG death.DAT.sG
coitchen hua-n-epil

COIMIMON.DAT.SG PREP.DEF-PRO.DAT.SG-PRT-dies.PRES.IND .3.8G
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[cd -ch]acht foir-cniter hua-sain
[why] but prr-finish.pass.imMpv.3.PL PREP.DAT-distinct
bds sech [cd -ch]

death.pat.sc PREP [Wh y]

‘Let them not die by the common death whereby everyone dies,
but let them be ended by a special death different to all.

(MCA, 73d.7)
b. hi- [cd -ch]-du
in.paT [wh y] place.paT.sG.F
‘in every place’ (MCA, 24c.9)
(309) Gah oAZ nh spel hansewp VARDAA HEINA
jah [hvaz uh] saei hauseip waurda meina

and who.m.sc and pro.m.sc hear.3.sc.IND words.acc.PL mine
‘And every one that heareth these sayings of mine’

(Mat. 7:26)
(310) = HEH PR ERT =
nu kuitt-a arhayan kinaizz[i
] what-y = V separately sifts
‘She sifts everything seperately.’ (KUB XXIV.11.111.18)

With respect to the genetic homogeneity of the data we have presented in
this and the last section, one implicit problem arises: how can we treat
the meaning of the IE y particle uniformly when there seems to be clear-
cut split in the meaning wh-y? In a language family like Indo-Iranian or
Slavonic, wh-yp is an NPI while in Old Irish, Gothic or Hittite, wh-y is a uni-
versal quantificational term.

Our analysis of y-containing universal terms will allow for a seemless tran-
sition between a polar-sensitive non-scalar and a polar-insensitive scalar
meaning, which is parametrically regulated. We devote a vast portion of
Chapter § to diachronic reparametrisation.

Let us now turn to the question at hand: the compositional analysis of uni-
versal terms such as those exhibited in examples (307)-(1d). In the follow-
ing paragraphs, we address three possible means of deriving the universal
interpretation of y-marked wh-phrases

One intuitive way of approaching the facts in, say, (§o7) is by observing
that the y-morpheme takes an inherently existential term, a wh-phrase,

177



CHAPTER 4 * The composition of JP and its interior

and ‘turns it into’ a universal distributive term.

(311) Anintuition:
[wh-+u°]=V ...

/\
W’ [wh-]=3...

This intuition can be conceptually mapped onto Chierchid’s (2013b) idea
of ‘scale reversal’. [Chierchia motivates this mechanism of reversing the
scales (to be described below) on the basis of diachronic evidence of those
NPIs in, say, English and Italian that have as a diachronic source comple-
tive modifiers with inherently strong scale-mate meanings. For example,
take the polar behaviour of a pure NPI-marker like at all in contemporary
English (§123) or affatto in contemporary Italian (313a), and compare the
scalar-reverse behaviour of their diachronic ancestor in (§125) and (313D),
respectively.

(312) a. I7(didn’t) smoke at all. (Chierchia, po13b: 161, ex. 37a)
b.
(313) a. "(Non)ho parlo affatto

not  Auxspoke.1.scatall

‘I1didn’t speak at all. (Chierchia, po13b: 161, ex. 37b)

To understand the inferential process in the use of a modern completive
like totally in English, which is evidently on a synchronic par with its di-
achronic ancestor atall in early 16th century English (312D), we give Chier
chia’s (2013b: 161, ex 39 ) sketch of the meaning of a contemporary English
completive (314d).

(314) a. Itotally agree

b. I am in an agreement state s and s measures (m) the highest
(Max) possible value along some contextually salient dimension
(intensity, completion, ...).

c. 3s[acrer,([1],s) A m(s) = max({m(s) : acrEE,([1],5)})]
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#1: RECURSIVE EXHAUSTIFICATION OF SUBDOMAIN ALTERNATIVES We maintain
the antiexhaustive semantics for y particles and account for the universal-
ity by specifying that the antiexhaustive operator (X" or —¥) exhaust sub-
domain alternatives alone, ignoring the scalar alternatives. This compu-
tational instruction is easily hardwired into the syntax by specifying the
operator with a [D]-feature. This line of reasoning is also explored by Chiert
chial (2006) and, most recently, in Chierchia (2013b: 311, ex. 18) who works
with pre-exhaustified alternatives, which he encodes on the exhaustivity
operator by specifying it with a [Exh-D2]-feature, signalling that the al-
ternatives being exhaustified have already been pre-exhaustified. While
this delivers the same anti-exhaustivity result, note that under our anal-
ysis, we are not dealing with pre-exhaustified alternatives but simply al-
low for recursive (re)exhaustification. The iterative modes of running the
Criceanreasoning are technically different but essentially the same (Chier
chia 2o13b: 119 notes this too). Since nothing hinges on this, we leave the
technicalities aside.

Take the syntax of (§1d) as a working example. Without the y particle -a,
the object would be a wh-DP with indefinite or existential meaning. Since,
asChierchia (2013b: 357) eloquently puts it, “indefinites of all colouring re-
ceive meanings identical to those of or . . . as they are just potentially infi-
nite disjunctions,” (31d) sans the meaning contributed by y would be some-
thing along the lines of (§15), where ‘sand’, ‘flour’, and ‘ash’ in (§15B) are
some possible contextual extensions of some things that Hittites may have
sifted. We adopt a shorthand for these discrete disjunctions at proposi-
tional level in (§15d), where ‘she sifts sand’ is abridged as a, etc.

(315) [BZA)] —[ul =
a. shesifts something
b. shesifts sand v shessiftsflour v ...
C. avbv...

The presence of the y particle thus entails two procedures: (i) the activa-
tion of D-alternatives and (ii) their recursive exhaustification. Still work-
ing with the sifting example in Hittite (where we represent only a and b as
working alternatives), we arrive at the following alternative schemata and
exhaustification, which delivers the correct computations.

(316) a. ACTIVE D-ALTERNATIVES:
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[assertion]

a/avb\b

b. EXHAUSTIFICATION:
i. Firstlevel:
Xpag(avb) =X(a) AX(b) =L
ii. Secondlevel:
%Fm](a vb)==-X(a)A=X(b)=anb+ L

[D-alternatives]

The resulting conjunction is equivalent to universal quantification{ which
isin line with the meaning in (§1d) we set out to compute. Note that (§16b]
i) also shows the iterative requirement of X and the way in which we re-
strict the iterative application of X. In the case of (§16b-1i), X must ap-
ply iteratively, that is twice, since a single level of exhaustification leads
to a contradiction (Xpy(a vV b) = X(a) A X(b) = L). The second layer
of exhaustification, however, is no longer contradictory (X{py(a v b) =
-X(a) A =X(b) =anb+1).

Given our Agree-based approach to the Boolean valuation of the Junction
operator, we are in a position to make an interim generalisation: in all
[ uP[J° uP]]] (=P e yP), Junction is interpreted conjunctively (=yP o yP =
UP A uP). Therefore, in presence of y, J° is mapped to MEET (A) and the
iterativity of X is fed so as to prevent contradictory results in computing
the meaning. The recursive character of our exhaustification-based lexical
entry for y particles is therefore, at least partly, explained.

There is further empirical support for the disjunction to conjunction shifts
of the kind formally explored above. Bowle1 (2014)) reports evidence of Walpiri
lacking a morpho-syntactic distinction of conjunction and disjunction.
Rather, Walpiri employs a single functional word, manu, which shifts its
meaning from disjunctive to conjunction depending on some particular
(local) contextual constraints. The core proposal of Bowler (2014)) is that
the Warlpiri coordinator manu has a disjunctive denotation which is prag-
matically strengthened to conjunction, where the pragmatic strengthen-
ing procedure is carried out by FoX’s (2007) X operator. (§17) and (§17) show
the main facts.

(317) Cecilia manu Cloriazpala yanu tawunu-kurra.
C manu G-3DU.SUBJ g0.PST town-to

For details, see Appendix @, def. IX-X.
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‘Cecilia and Cloria went to town.’ (Bowlet, 2014: 2, ex. 3)

(318) Cecilia manu Cloria kulazpala ~ yanu Lajamanu-kurra.
C manu Cloria NEG-3DU.SUBJ g0.PST Lajamanu-to

‘Neither Cecelia nor Gloria have been to Lajamanu.” (Bowled, 2014):
3, ex. 7)

Bowlet (2014) accounts for the above facts by specifying the lexical mean-
ing of manu as disjunctive and thus analyses the conjunctive reading as a
derived one via recursive exhaustification. She additionally assumes that
the disjunctive alternative set in Warlpiri does not contain the conjunctive

scalar alternative, i.e. [p A q] ¢ {P Vmanu q}m, making it therefore different
to the alternative set for disjunction English. Since her recursive disjunc-
tion relies solely on subdomain alternative exhaustification—subtitling her
system with Chierchia’s (2013b)—the absence of the conjunctive scalar al-
ternative to the inherently disjunctive marker manu in Warlpiri makes no
computational difference. It is sufficient to note that her computation
independently makes use of the recursive exhaustification of the subdo-
main alternatives to disjunction, yielding the same effect that we derived
in (§18). While we have done so for discrete generalised conjunction and dis-
junction, Bowler (2014)) derives it for actual and explicit conjunction and
disjunction, which additionally contextualises our proposal.

#2: (OBLIGATORILY) RECURSIVE EXHAUSTIFICATION OF SCALAR ALTERNATIVES In
the previous subsection, we laid out a possibility of deriving a universal
distributive meaning of a yuP when the y° is hosted by an indefinite. We
have shown that the first level of exhaustification of its subdomain alter-
natives leads to a contradiction (§16b-1), which motivates a second layer of
exhaustification, which delivers the desired result.

One outstanding problem remain, however. Our account, while deliver-
ing a universal term in positive contexts, delivers a polarity sensitive and
NPI-type term in negative context, precisely because of the subdomain ex-
haustification.

(319) evidenceof existential inferences under negation (Hittite, Latin, Old
Irish, etc.)

To avoid non-existential inferences in negative contexts, the relevant al-
ternative dimension of exhaustification has to be scalar. We now attempt
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deriving universal inferences for y-marked indefinites which survive un-
der negation as existentials and, therefore, carry a SIin negative contexts.

The informal and pre-theoretical intuition is the following: a wh-phrase,
i.e., aninherently existential term (3), is ‘converted’ by the y-particle into
a universal distributive term (3), as informally sketched in (529).

(320) A pretheoretical intuition:

Both the existential and the universal are members of the same quantifi-
cational scale, assumed here to be a (un-truncated) doubleton set. Our aim
is to find a mechanism which will allow for the scale reversal of kind in-
formally demonstrated in (§2d).

Our inferential derivation will rely on one stipulation, namely that the ap-
plication of exhaustification is obligatorily iterative. Unlike with exhaus-
tification of subdomain alternatives, the first layer of scalar exhaustifica-
tion will not yield a contradiction and, by stipulation, we will posit a reap-
plication of exhaustification to yield the desired result.

Provided below is an informal outline of the procedure of scalar exhausti-
fication which we will be adopting. Note that the uninterpretable featural
notation [u«] is a variable over the alternative feature set {D, d}.

(321) a. {BE[M][ Isaw [, Uy SOMEONE ]H

b. {someone}”™ =(3,V)
c. Inference after...
i. first level of exhaustification:

I saw someone and only someone.
I saw someone and I did not see everyone.
ii. second level of exhaustification:
I saw someone and not only someone.
~, Isaw someone and I saw everyone.
-, leveryone. [V F 3]
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This informal procedure is formalised in (523).

(322) a. ACTIVE 0-ALTERNATIVES:

/\
\/

b. EXHAUSTIFICATION:
1. Firstlevel:
x[om](a) = %(3) A=Y+ L
ii. Secondlevel:
(3 =X(3F)A-X(F)=FAVEVY

[assertion]
[D-alternatives]

[0-alternatives]

Under the assumption of obligatory iterativity of exhaustification, we can
thus derive the universal distributive inference using Fox’s (2007) second-
level exhaustification yielding an anti-exhaustive inference. We have, how-
ever, departed from Fox (2007) and Chierchia (2013b) in that we are recur-
sively exhaustifying overascalar set of alternatives. In sum, the twomeans
of deriving the universal inference, using recursive exhaustification tar-
geting (a) subdomain and/or (b) scalar alternatives, are given in (§23)

183



CHAPTER 4 * The composition of JP and its interior

(323) Recursive exhaustification of . ..

a. D-alternatives: b. o-alternatives:
[v] [v]
aAba .
] (3]
~%(a) A =X (b)A R
[ /\(—|.')f(c)/\.(“) ] (37 -X(3)]
X[pu] ['-:J-] Xlon] [OBLIC;ATORY]
x(a) A X(b)A N
[ /Ex)(c) " } [X(3) A =v]
x[D’IL] {ﬂ, ba cC, .. }91 %[0‘21] {(37 V)}Ql
't it
[#a : D] o [t : 0] [m}

4.3.3 THIRD INCARNATION: FOCAL ADDITIVE

In additive constructions, the LF We have assigned to y is most transpar-
ently borne out, as sketched in (B37), itself a repeated example from (f43a).
This is borne out if we take a sentence in OCS or Vedic with additive yPs
below.

(324) roR9at & (09%9 59 POKI
postila [i togo] ka nimu
sent.3.PL.AOR [y him.M.sG.acc] to then.pL.DAT
‘He sent also him to them.’ (CM. Mk. 12:6)
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In (R24), the proposition p, being he sent him to them, is understood as being
silently conjoined with not only p, hence the semantics of (§24)) is indeed ¢ A
-X(¢), i.e., thatof [y].

(325) =E=T T dEnr ¥ 9
yavanta eva te [tavas$-casah)]
great.3.pL comP they [great p he]

‘as great as they [were], he too/also was so great’ (RV 12.45)

The LF of the second clause (= p), tavas- ca, sah in (325), denotes in line with
(R93), that p (i.e., hewas great) and that -X(p) (i.e., not only he was great). In
this case, the first clause (= q), they were great, clearly presents the alterna-
tive that the y (=ca) in the second clause ranges over. This goes hand in
hand with Rooth’s (1985) anaphoric theory of focus as the antecedent of
the contrast is a member of the focus value of the yP.

(326) a. [[()]]CLAUSE-Z _
)]]CLAUSE—l _pA —,:{(p) - oA g

For an even-containing pP, like the one found in a Classical Sanskrit sen-
tence in (3237), our definition of y gets us half way: it correctly predicts that
even is consistent with also, as opposed to with only, which would result in
a contradiction.

(327) Fa=a=isr T T UEHWE WEdr gfr  IFaw
[cintayams$ cajna pasyamibhavatam prati vaikrtam
thinking.PRES.PART § NEG see.1.SG you unto offence.acc

‘Even after much thinking, I fail to see the injury I did unto you.’
(Mahabharata, 2.20.1)

Even after much thinking is additive in that it means also after much thinking, cou-
pled with an additional assertion that much thinking is the least likely (sit-
uation) among the alternatives. I leave aside the semantics tied to min-
imisers that are part of meaning of even-type y for now but which seem
subsumable within our antiexhaustive system with a minimal amount of
theoretical addition. (We return to this in Chapter§.) For a detailed story
on even-exhaustification, see Chierchial (2013b: ch.3).

Thereisatie between focal additivity and polarity that was explored, among
the first, by Lahiri (1998), who explicitly put forth a view that alternatives
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associated with NPIs function in a similar way as the alternatives asso-
ciated with Focus do (Rooth, 1985). In Lahiri’s view, NPIs have a com-
ponent of their lexical meaning that is on a par with the meaning of a
scalar-additive particle like even. A polarity construction like ‘I don’t know
any rockstars’ is therefore paraphrasable as “I don’t even know one rock-
star”, making “not ...any-x” paraphrasable and semantically equivalent
to “not ...even one”, making the polarity-scalarity parallel explicit. As
Chierchia (200G: 538) writes, ““There is(n’t) any student” indicates that the
presence/absence of a student in the widened domain is the least likely
possibility to be actualised which can be sustained only in DE contexts.’

We now take an excursus to further explore this route by adopting a system
set up by Fox and Katzit (2011), which unifies the alternative treatment of
SIs and Focus.

FOX & KATZIR (2011) As a starting point, we revisit a matter that Chierchia
(2013b: 428) raises: the X-based alternative-sensitive unification of polar,
scalar and FC phenomena does not say much, as it stands, about the in-
teraction of focus and lexically activated alternatives. It is Fox and Katzit
(2o11) who address this issue and develop a framework for accounting for a
range of alternative-sensitive phenomena, including focus. As Chierchia
(eo13b: 428, fn. 1) notes, “it remains to be seen how their ideas can be
applied to the approach developed [in Chierchia 20135].” One of the first,
and only, attempts of unifying SIs and AF is Krifka (1995), who assumes
that SIs are inherently focal. Since we have already set up a system based
on Chierchia (2013Db), let us briefly review Fox and Katzit’s (2011) system of
alternative computation.

To integrate focus into the system of exhaustification, Fox and Katzix (2011)
redefine Rooth’s (1985) type-based system of association with focus (AF)
into a structure-based system that preserves the core component of Rooth’s
(1985) proposal, while allowing for ‘symmetry breaking’. Symmetryis under-
stood, in line with the literature of the field, to arise when an expression
¢ corresponds to the disjunction of two of its alternatives ¢, and ¢,, where
the two alternatives contradict each other. (§28) shows the symmetry prob-
lem.

(328) Sentences ¢, and ¢, are symmetric alternatives of ¢ if both

a. [, Jule,] =10¢I

b. [¢,1nl¢,] =2 (Katzit, 2o132: ex. 7)
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As Fox and Katzit (po11: 7) write, SI and AF, at least insofar as the focus-
sensitive particle only is concerned, are both pragmatically processed as
conjunction of the sentence ¢ and the negations of the negatable alterna-
tives to ¢, which they formalise as N(2, ¢), where the alternative set, 2,
is determined by two factors: the context (C), and a formal restriction, la-
belled F(¢) in their system. The crucial difference between SI and AF is the
one in (§29).

(329) Difference between the standard view of ST and of AF:
for SI, F(¢) is determined by stipulated lexical properties, namely
Horn Scales. For AF, F(S) is determined by Rooth’s general procedure
of focus alternatives, based on semantic type.
(Fox and Katzir, po11: 7, ex. 26)

Their proposal has a conceptually advantageous potential, namely claim-
ing “that the alternatives for SI and AF are in fact the same.” (Fox and
Katzii, 2o11: 1) In more detailed and formal terms, they propose an equiv-
alence in the formal alternatives (") that feature in SI and AF processes,
abolishing (§29).

(330) ngl(d’) = Q[};F((P)

Their account rests on the proposal laid out in Katzi (2007), who gives a
structure-sensitive characterisation of alternatives (defined above as ‘for-
mal alternatives’).

(331) a. Usw(d) ={d'| ¢’ = ¢} (Katzit, 2007: 669)
b. F(¢,C) = {¢' : ¢ isderived from ¢ by replacing the focussed
constituents x,, ..., x, with yy,...,y, wherey, <¢ xi,...,Va Sc X}

(Fox and Katzit, po1l: 11, eX. 37)

Note that (331H) is a structural variant of Rooth/’s (1985) proposal, maintaing
the type factor and allowing for symmetry breaking. This structural char-
acterisation is also compatible with our system, where y is a postsupposi-
tionally (anti)exhaustive head (operator) and the structural sensitivity in
(B31) can be read as an LF constraint on complementation of y.
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4.3.4 FOURTH INCARNATION: CONJUNCTIVE

COORDINATE Us  Let us now return to our JP-yP complex construction. One
meaning of yP has been left unaddressed, the coordinate one, which we
have started with. Let’s recall the data:

(332)
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d.

SANSKRIT:

aF T =Y T FH T
dharme ca arthe ca kame ca
dharma/law.Loc p (J) commerce.Loc yu (J) pleasure.Loc y (J)
A T V'S ®YS A% g8 W Ag
mokse cabharata rsabhayad iha asti tad

liberation.Loc p Bharata giant which here is.3.sc that
AT Jg T ¥® wWiEw T Aq F@iEa

anyatra yad na iha asti na tat kvacit
elsewhere which not here is.3.sc not that anywhere

‘Giant among Bharatas whatever is here on Law, and on com-
merce, and on pleasure, and on liberation is found elsewhere,
but what is not here is nowhere else.”  (Mahabharata., 1.56.34)
LATIN:

iam  tum tendit que fovet que
already then pursue y  (J) favour p

‘Already then, she both pursued it and (also) favoured it.
(Vir., Aen., 1.18)

HoMERIC:
0g 0N @ T éévia & T €00dpeva mpo
0s ede td teeonta td teessomena pro

which were (J) the y exist.pArT (J) the y exist.Fut (J) before
T &0via

te eonta

and exist.PART

‘That were, and that were to be, and that had been before.
(Hom., II. A: 70)

JAPANESE:

evty A7V BELET
Bill mo Mary mo hanashimasu
B yu ()M p talked

‘(both) Bill and Mary talked.
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e. AVAR:
ketogi hvegi
cat y (J)dogu
‘cat and dog’

So far, we have assigned p with an anti-exhaustive and inherently additive
meaning (§g.3) and J as a pair-forming e-function. In light of the data,
we need to derive the bisyndetic constructions in a fashion, which would
maintain an inherent additivity while annihilating two paired (addtive)
s and return a conjunctive meaning.

Tuple-internally, the two yPs meet each other’s additive component:fi u(¢)’s
second logical conjunct =X(¢) is met by §, p(1)’s first logical conjunct.

Anatural question now arises, namely, whereis therequirement that there
should be such satisfaction of conditions? We make a natural assump-
tion that trivial and contradictory meanings are banned. (Gajewski, 2003;
Chierchia, 2o13b) If our y markers activate alternatives and trigger (more or
less direct) exhaustification, then exhaustification should neither be triv-
ial or. Given our structural characterisation of alternatives, we assume
the first layer of exhaustification to lead to contradiction, as noted above.
Hence, inline with our assumption of ‘extended’ Cricean reasoning, speak-
ers re-run exhaustification and arrive at an anti-exhaustive meaning. For
this meaning to not be trivial, the domain in question must contain an-
other propositional alternative, structurally defined.fi

By the same token, monosyndetic conjunctions follow, modulo the conven-
tional both-type implicature local to first conjunct. The composition and
interpretation of coordinations with J-y bimorphemic and second position
monosyndetic coordinators is therefore predicted to be the same. Let’s re-
call the IE the monosyndetic (a) and bimorphemic (b) pairs of possible con-
structions in the three representative languages, this time with a more
precise gloss, including the silent heads.

(333) VEDIC SANSKRIT:
a. |7 AT gEEEE IT W7 AT I
ma no mahantam u-ta ma no arbhakam
(u) not us great J-u notus small

This additive ‘component’ is a presupposition, which we treat as a postsupposition below.
The same holds for the second logical conjunct of y($) which tuple-internally corresponds
to ¢. Kobuchi-Philip (2008) first developed this idea for Japanese mo, arguing for its inher-
ently additive presuppositional semantics.
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‘[Harm] not either the great or the small of us.’
(RV, 1.114.7")
b. FmE =W T ¥ qAMT AT
Viyav indras ca cetathah sutanam vajinivasu
() Vayu (J)Indra p rush.2.prrich bestowing strenght
‘Vayu and Indra, rich in spoil, rush (hither).
(RV, 1.002.5")
(334) HoMERIC GREEK:
a. Kew' eipl kol  &vTdm ToAEpoLo
keis” eimikai antio polemoio
therego n/J+pumeet battle
‘Go thither, and confront the war. (Hom., Il., M: 1. 368)
b. &omiSag edkdklovg Aatarjid te  mrepdevra.
aspidas eukuklous laiséia te pteroenta
shields round pelt  and feathered

‘The round shields and fluttering targets.” (Hom., Il., M: 1. 426)

(335) CLASSICAL LATIN:

a. ad summam rem publicam at -que ad omnium nostrum

(1) to utmost wealcommon J p to all of us

‘to highest welfare and all our [lives)’ (Or. 1.VI.27-8)
b. viam samutem que

(u)lite (J)safety u

‘the life and safety’ (Or. 1.VI.28-9)

To derive one type of coordinate construction, namely polysyndetic coordi-
nation, we need one last ingredient, the notion of postsuppositions.

We root the meaning of y particles in the notion of antiexhaustivity, corre-
sponding roughly to its overt counterpart also/too in English. A sentence,
like the one in (338), is understood to mean that Bill walked in and that
someone else also walked in.

(336) Bill, too, walked in.

An overt antiexhaustive operator like also is understood as a negation of the
overt exhaustive operator like only. This way, (3d) can also be understood
to mean that Bill walked in and that not only Bill walked in:
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(337) [(B38)=p A =X%(p), where p =Bill walked in

Conversely, we can formalise antiexhaustivity as in (338)/9 by detailing the
idea that antiexhaustivity is negated exhaustivity (ignoring c/overt (lack
of) presupposition).

(338) [anT-Xc(p)]=I-Xc(p)]=p A Ya|4 € Cla = q1]

Constructions of yP will therefore always carry a scalar implicature (SI).
SIs, as Chierchia (2o13b: ch. 1, p. 10) describes, might be viewed as a
mechanism to gain more information from a given alternative-activating
sentence. In case of exhaustification of a proposition, the proposition is
enriched via silent negation of its alternatives. In case of antiexhaustifi-
cation, a proposition is enriched via silent affirmation of its alternatives,
as is the case with (337).

We will posit that p particles are specified with a feature bundle [+0, £D]—
we will define the two below—and that neither of the two features may
receive a [—] value. These two features dictate what kind of alternatives
are activated: at least one kind must be active. (See Chierchia 2o13b for
details.)

We define our p operators as inherently antiexhaustive: the LF of [, W XP|
(compositionally [u(¢)]) will have a denotation of a conjunction of the as-
sertion ¢ and the asserted entailment of its relevant (contextually salient)
alternatives

THE PRESUPPOSITION/POSTSUPPOSITION swiTcH There is an implicit possi-
bility of inconsistency that may have become apparent. Namely, we have
set out with a postsuppositional definition of [u], as invoked in this subsec-
tion to account for a presupposition-like satisfaction of the additive com-
ponents so as to obtain conjunction. Using presuppositions, this would
not be able to work for reasons of directionality explored by Chemla and
Schlenket (2012), among many others. In our account of the focal-additive
incarnation of y, we have maintained, however, a traditional account of
additives in that they are presuppositional. How do we therefore reconcile
this apparent hypocrisy of sometimes having a postsuppositional y (like
in the conjunction cases) and sometimes a presuppostional y (like in the
additive cases).

10 Aslight modification of Chierchig (200G: ex. 62).
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Brasoveanu and Szabolcsi (2013: 57, ex. 6) reconcile this switch:

(339) If at-issue updates in the sentence do not change the context in a
way relevant to the postsupposition, the output and input contexts
are identical in that respect. So a postsupposition expressing a de-
finedness condition ends up being evaluated just like a presuppo-
sition: undefinedness results if the input context does not already
satisfy it.

ROOT SCOPE & RELATED PROBLEMS Before we move on, I would like to clear
one thing out of the way. So far, We have maintained a syntactic rigidity
in our semantic analysis of y. This meant our LFs for yPs were computed
very locally. Too locally, to be precise.

Take a Hittite example, repeated from (29g), as an example.

(340) nu-wa UL [kuit ki] sakti
and-Quot NEG [who y| know.2.sG.PRES

‘You don’t know anything’ (KUB XXIV.8.1.36)

The p has been treated as (scalar) alternative-invoking, turning a wh-ex-
istential into a wh-universal by virtue of overt y, in form of -ki in the ex-
ample above. Scalar—and all other kinds of—implicatures are, however,
computed for propositions, not individuals. The semantic duty of y must,
therefore, be delayed until the entire proposition—a CP in syntactically
equivalent terms (Fintel and Heiml, 2011: 10)—has been derived. Scalar al-
ternative reasoning has to be handled at root CP level, which we under-
stand as the proposition-level. The solution I have in mind here concerns
indirect semantics and is in fact not a cheap trick. I will start with a quick
review of the motivations that have been invoked in the last years.

Szabolcsi (20140) provides a very intriguing proposal, namely that our ypand
k particles do not really incarnate operators but postsuppositionally point to
the obligatory presence of such operators. The treatment of our particles
may thus be on a par with negative concord markers, which are not con-
sidered to be negations themselves but rather as pointers towards negations,
which may well be phonetically null (Szabolcsi2014d: 5, Ladusawi1992: op.
cit.). As Szabolcsi further notes, Beghelli and Stowell (1997) proposed a
similar approach to each and every: they signal the presence of a distributive
operator, but are not distributive operators themselves. Kusumotg (2005),
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theoretically on a par, proposed that past tense morphology on the verb
merely contributes a time variable, to be quantified over by the operator
pasT that sits much higherin the structure. Thelist of analysesin the spirit
of silence and indirect semantics goes on. The original idea is attributable
to Carlsonl (1983) who argues that functional elements often present a mis-
match in form and interpretation. As Szabolcsi (20146: 5) notes, multiple
elements correspond to one bit of meaning, or an element occurs in a dif-
ferent place than where it is interpreted, or an element does not seem to
make the same contribution everywhere it occurs, or an element seems to
be meaningless or, conversely, a bit of meaning seems to be contributed
by a null element.

Therefore, the spirit of the system we are adopting relies on a covert depen-
dency between a y particle and a covert exhaustifier:

(341) An AGREE-based system of exhaustification:

36[um/\

Under this view, we are obviating many obstacles while placing our idea in
line with Chierchia’s (2013) system, which relies on root-level placement of
exhaustifiers since we are dealing with entire propositions, for which we
are invoking alternatives, and not their subcomponents.

TAKING sTock  We have motivated a uniform treatment of additive, polar,
and free-choice constructions (three signature environments) which are
morphosyntactically marked in a uniform way in IE. We have assigned
y an antiexhaustive semantics. Exploiting Chierchia’s (2013) innovative
mechanism, we have left space for parametric variation between the three
signature environments in the valuation of the feature bundle [0, D].

We are assuming that there is a lexical filter, as Chierchia mentions, that
prevents [—o, —D| from undergoing spell-out. At least one member of the
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feature-pair must be valued. If the the y host (in IE) is not a wh-phrase,
then the construction is additive. In this case, I've posited that the only
available set of alternatives available for recursive exhaustification is D-
set. Additivity, combined with additional syntactic structure headed by
J, yields coordination, as demonstrated in §3.2. On the other hand, if the
host of y is a wh-phrase, the resulting construction will be an NPI, FC or
universal distributive.

[k] as inquistive

We now turn to the k-series, which morphosyntactically covers disjunc-
tive, existential and interrogative constructions, among some others (which
we will not cover here, but see Veselinovid 2o13).

INQUISITIVE SEMANTIC PRELIMINARIES  In Inquisitive Semantics (IgS), the no-
tion of ‘proposition’ is different to its definition in standard semantics.
Rather, a proposition is a set of downward closed possibilities. In turn, a
possibility is defined as a set of worlds. Therefore a proposition like ‘John
runs’ in (342) is interpreted as a powerset of worlds in which John runs.

(342) [Johnruns]= g{w : run,()}

The guiding intuition behind IqS is bidimensional insofar as it recognises
two dimensions of semantic content: the informative and the inquisitive.
From the perspective of IqS, classical truth-conditional semantics is gener-
ally considered monodimensional in that it embodies only the informative
content of propositions. (Ciardelli and CroenendijK, po12: 3) With an ‘in-
quisitive turn’, we are led to a notion of meaning that reflects not only its
informative content but also its meaning exchange potential (raising/re-
solving issues). Provided in Fig. [i.1 are some core semantic categories and
information states that IqS posits based on the two-dimensional system of
informativity and inquisitivity.

While we adopt here the most basic IqS theory (a.k.a. IngB), not much
at all will hinge on the choice of theoretical framework since we will only
use a notion of inquisitiveness, which is readily translatable into a non-
IgS framework—such as the classical Hamblinian alternative semantics.
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i N
11 10 11 10 { 11 10 } 11 10 }
01 00 01

00 01 00 01 00
. - J
(a) Tautology: (B) Assertion: (c) Question: (D) Disjunction:
 INFORMATIVE |:+INFORMATIVE — INFORMATIVE +INFORMATIVE
[ —INQUISTIVE ] —INQUISTIVE [ +INQUISTIVE ] [ +INQUISTIVE }

FIGURE 4.1.: Categories and information states in Inquisitive semantics

The main appeal of 1gS is the deep-rooted and ontological differentiation
between tautological (Fig. .1a) and non-tautological (Fig. .Ip) informa-
tion state of disjunction—we take the latter semantics to be the signature
of k particles.

The line of thought we will be pursuing in connection with « particles will
be that given in (343), where we assume k to uniformly perform inquisitive
closer of its host.

(343) [2] = AIMp[II(p) v =I1(p)]

Also note that while the Boolean take on the disjunction and existential
quantification is preserved in IqS, and by symmetry the equivalence of con-
junction and universal quantification, the theory has nothing to say about
the y particles.

FIRST INCARNATION: INTERROGATIVE

It was observed by Hamblin (1958, 1973) that a question can be neither true
nor false—a signature property of propositions. Questions are therefore
not propositions. Since their truth may be evaluated with respect to an-
swerhood conditions, questions represent sets of propositions. Therefore,
if a declarative sentence corresponds to a singleton set of propositions (R44al),
a question corresponds to a non-singleton set of propositions (344H0). In the
case of polar (yes/no) questions, questions denote doubleton sets of propo-
sitions, i.e. the two possible answers (informally, a yes and a no answer).
Formally, as AnderBois (2012: 385) notes, the polar question consists of a
disjunction which introduces a set consisting of two alternatives (the iden-
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tity function and negation) and applies this set to the propositional con-
tent of the question (whether this is implemented in a point-wise fashion
or not is not too relevant).

(344) a. [Bobisdancing.] = {p}
b. [Is Bobdancing?] = {p, -p}

We will almost entirely deal with polar questions and do not concern our-
selves too much with wh-questions. For a recent account of the latter, see
KoteK (2014) are the literature listed therein.

We begin this subsection with an overview from Linj (2014), who shows the
empirical coverage of InqgSem predictions in Mandarin.

We take the denotation of questions to be the set of propositions corre-
sponding to possible answers (Hamblin 1958, 1973; Karttunen 1977). While
wh-questions correspond to as many answers as there are, say, individuals
in the universe (343), polar yes/no questions correspond to two possible an-
swers: one in which the proposition is true and another in which it is not
(Ra8). The following notations is based on Szabolcsi (2014G: 19).

(345) [Who dances?]"%" =
{p = {paNCE(kATE)(W)}Vp = {DANCE(MARY)(W)}Vp = {DANCE(JOE)(w)}}
~ ‘the set of propositions that are identical to Kate dances, or to
Mary dances, or to Joe dances’)
(346) [Does Kate dance?]"*" =
{p = {DANCE(RATE)(W)} V p = {-DANCE(MARY)(W)}}
~ ‘thesetof propositions thatare identical to Katedances, or to Kate
does not dance’

Based on the idea of Alonso-Ovalle (2006) that disjunctions are alternative
sets ([p v q] = {p,q}), (345) and (R48) can be restated as in (347) and (§43).

(347) [Who dances?]"" =

{{p = {pance(xate)(w)}}, {p = {pANCE(mMARY)(W)}}, {p = {pANCE(j0E)(W)}}}
~ ‘the set of propositions that are identical to Kate dances, or to
Mary dances, or to Joe dances’)

(348) [Does Kate dance?]"#" =
[{p = {pance(xate)(w)}}. {p = {~pance(mary)(w)}}}
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~ ‘thesetof propositions thatareidentical to Katedances, or to Kate
does not dance’

We are focussing on polar question (346/g48), in which k-particles feature.

The set of two propositions {p, -p}, which polar questions denote, corre-
spond to uncertainty. In inquisitive semantics (Ciardelli and Croenendijk

2012; Ciardellietal2013, int. al.), thisis formalised as a principle of inquisitivity—
the central semantic and pragmatic property of questions—which I take to

be the core denotation of k.

(349) [KI™"(9) = ¢ v ~¢ = {§, =¢}

The composition of polar questions, skeletally, is thus a double set con-
taining the proposition and its negative alternative: ‘Does Kate dance?’
is taken present a choice between ‘Kate dances’ and ‘Kate does not dance’

(B43).

(350) a. [ k Katedances ]~ [Does Kate dance?]""

Q

<

b. pANCE(K') v =DANCE(k')

/\
Molp v —p] 3p[p = pance(K)]

[o*ev [Kate dances]""

SECOND INCARNATION: DISJUNCTIVE

Our analysis of disjunction will derive from a syntactic analysis, accord-
ing to which we will treat disjunction as developing from junction of two
questions, which is analogous to the analysis proposed by Uegaki’s (2013)
for Japanese. The general thrust of the proposal is also in line with Pruitt
and Roelofseni (2011) who claim that English Alternative Questions (AQs)
are also disjunctions of polar questions, which syntactically involve a dis-
junction of CPs. We depart in two ways: (i) one is the theoretical addition
of the Junciton layer and the intricate morphosemantics of the « particles
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(which could, however, simply represent an interrogative C° in English);
(ii) the other point of departure is our not confining ourselves to the CP size
of the disjuncts. In this respect we follow Han and Romerd (2004) and the
rendition of their theory in Uegaki (2013) in assuming disjunct materials
smaller than CPs. Aninverse, but methodologically very similar, approach
to Sinhala was made by Slade (2o11: Ch. 3, §6), who takes polar interroga-
tives as a subkind of AQs involving silent (covert) disjunctions.

Uegaki (2013) argues that AQs in Japanese are underlyingly disjunctions of
polar questions. In the following paragraphs, we review Uegaki’s (2013)
proposal.

One theoretical question regarding AQs is whether they involve syntactic
deletion and, if so, how extensive the deletion really is.

(351) a. Do youwant [[DP coffee Jor [, tea ]]7

b. Do [[VP/TP you want coffee Jor [, . yeuwant tea ”7
c. [[CP Do you want coffee | or [ de-yerwant tea ]]7

Under the assumption that AQs involve disjunction of as much syntactic
material as surface form suggests, treating an AQ in (351) as involving dis-
junction of nominal arguments (DPs), then we must posit another oper-
ation, in place of deletion, so as to derive the correct scope of disjunction
out-scoping the question. This is the line taken by Karttunen (1977) and
Larson (1985), among others, who propose a Quantifying-in operation to
derive the AQ effect. Similarly, Beck and Kiml (2006) assume a structure
as in (a) above and posit a Focus-associated operation to derive the correct
scope. The structure in (b) above requires both syntactic deletion and se-
mantic (covert) movement, which is taken up by Han and Romerq (2004)
in their analysis. The third structure in (c) above, on the other hand, posits
ellipsis and requires no covert movement mechanics to deliver the scope ef-
fects since disjunction out-scopes the question.

Uegaki (2013: 5, ex. 11) proposes to treat AQs, at least in Japanese, as con-
sistently being of the syntactic form in (§53), obtaining an interpretation
akin to something like ‘is it the case that ¢, orisit the case that ¢, 7’

(352) [[cm TP, ] p1sy [, TP, ]:|

We modify Uegaki’s (2013) analysis so as to ensure that the denotation of a
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polar question is a doubleton set, containing the denotation of the propo-
sition ([TP]) and its negative alternative (~[TP]). Our syntax of (dis)jun-
ctionis also imported into the analysis so that a compositional skeleton we
are proposing is the following:

(353) Composing AQs as disjunctions of polar Qs:

Q q

a. i. [Q°] = M[Aqlp = q]] (Uegaki, 2013: 6, ex. 19)
ii. [Q], = e A[Mp = q]] | A = {p, —p} (our departure to
non-singleton denotation of Qs)
iii. [Q°], = MI\p[II(p) v II(p)] (Liri’s (z014) (p. 6, ex. 20) In-
gSem non-singleton denotation of Qs)
b. [J] = ApAp[ @ ] = (9. ¥)
c. [6]={n,v}

The denotation of each of the two clausal disjuncts is therefore a doubleton
set containing the denotation of the respective proposition and its negative
alternative. After undergoing composition with]’, they are converted into
a tuple in the alternative form ({p, -p}, {g, ~q}) or non-alternative form
([Alp=qvp=-q]],[Mla=pVq=-p]]), which is subsequently mapped
onto Boolean join, given Agree relation holding between 6° and Q (which
is really our «°). This results in disjunction of two polar questions: [[)\p[p =

avp=-al]vhala=pvaq=-pl]]

Since a polar question has a single alternative, excluding the proposition
denoted, being an alternative itself, then a question ‘is ¢ the case?’ is log-
ically paraphrasable as ‘¢ is the case or ¢ is not the case’.
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This is where our postsuppositional component of the lexical entry for k
kicks in. Working with a normal (inquisitive) form, the JP containing two
kPs is therefore actually interpreted as a junction of two polar questions.
We take the negative-alternative of a single kP as postsupposed, meaning
its evaluation is delayed.

(354) Deriving disjunction from two polar questions:

[, Q910 = ¢v-¢
[, Q91 = $v-p
[ e Q011" [cr, QUITT = GV @ vy

= (ov-t.0v-)
106, Lo, Q611" L, QUITID = [ (#v-v-0))

= V=V v
= ¢ VIV-pv-y

= ¢VYHVv-pv P
= pVPVIVP(rapt Pk )
= Vv

The negative alternatives to each of the disjuncts are additionally exclud-
able on the grounds of an existential presupposition that we postulate. We
will turn to this again in the next sj.4.4.

We will add a diachronic dimension to this analysis in Chap. §, §5.3.2.

THIRD INCARNATION: EXISTENTIAL

The existential constructions arise rather trivially, that is via disjunction
over a discrete domain. In the case of dare-ka (‘who’+k), the wh-term pro-
vides a variable over which the k operator quantifies existentially, forming
an indefinite disjunction of individuals (in case of dare, ‘who’).

Recall our lexical entry in postsuppositional form as repeated in (3553). The
k formative informally carries an instruction to assert its host and a dis-
junction of the host with its alternatives, which we contextually index.
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(355) a. [xl(p)=pVv-p
b. Ap) = {p,-p} = {piairi.....x |1 €C}

In a trivial scenario featuring three individuals, ‘Ann’, ‘Bill’, and ‘Chris’,
which constitutes a contextually restricted domain of alternatives, let the
correspondingly lifted propositional variants of ‘Ann read a book’, ‘Bill read
a book’, and ‘Chris read a book’ be a, b, and ¢, respectively. Therefore, an
alternative to a is of the form —a but in a given context, like our own mini-
scenario with three individuals, 2(a) = {a,b,c}.

The LF of (356) is thus a disjunction: a vb v c.

(356) wEAAS Vi AT
Dare-ka-gahon-o  yonda
who-k-NoM book-acc read

‘Somebody read a/the book.” (from [Yatsushirg 2009: 142, ex. 2b)

The sketch of the analysis above, where we apply our inquisitive k to a wh-
host, delivers an indefinite.]

FOURTH INCARNATION: THE EXCLUSIVE COMPONENT

The aim of this section is to show that natural language conjunction and
disjunction markers do not (necessarily) correspond to logical terms like A
and v, respectively. Secondly, I demonstrate that disjunction markers are
not only morpho-semantically more complex than conjunction markers,
but that the latter are even contained in expressing the former.

Conjunction-signalling morphemes in many languages have a semantics
unlike A insofar as these morphemes (y) may be unary, in which case they
adopt an additive semantics if they combine with, say, John; or a universal
quantification, free choice (FC), or polar semantics in combination with

Alonso-Ovalle and Menédez-Benito (201d) argued for an ‘anti-singleton’ indefinite analy-
sis of Spanish algiin and German irgendein and put forward a modal analysis so as to form a
taxonomical class with English -ever ignorance-heavy FCIs. Alonso-Ovalle and Menédez-
Benito (2010) convincingly show that the ignorance component of such epistemic indef-
inites cannot be reduced to a conventional implicature and that an intrinsic modal op-
erator needs to project. For a similar account, see Finte] (2000) and Dayal (1997), among
others. For reasons of space, we do not delve deeper into the modal reality of such indef-
inites here.
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a wh-term. Likewise, disjunction-signalling morphemes (k) may also be
unary, in which case they generally have an interrogative, or question-
forming, meaning. This has all been rather well documented by, among
others, Kratzer and Shimoyama (20032) and, most recently and most ex-
haustively, by Szabolcsi (20144).

This dissertation does not add much to the general picture sketched by ei-
ther Kratzer and Shimoyama (2002) or Szabolcsi (2014d) but rather brings
into focus a peculiar complexity regarding disjunction markers, which has,
to the best of my knowledge, never been addressed and which may (or may
not) require a recharacterisation of the y/x division of labour, specifically,
and a radically different view of the the natural linguistic incarnation of
logical constants like and and/or or. I will essentially defend the following
two generalisations:

(357) a. GENERALISATION 1:
Disjunction markers (k) tend to be morphologically more com-
plex than the conjunction markers (y).

b. GENERALISATION 2:
morphologically complex disjunction markers may include, at
a sub-word level, the conjunction markers ().

The empirical coverage essentially points to the following paradigm, where
u/x markers are represented as linearly initial, for convenience.

(358) Morphosyntax of conjunction markers:
uXP uYP

(359) Morphosyntax of disjunction markers:
K+ uXPKk+ puYP

The polysyndeticity of complex disjunction markers seems empirically uni-
form in that the conveyed disjunctive meaning is strengthened, i.e. ex-
clusive. This may constitute an interesting empirical point, especially in
light of Singh and Katzit (2009) who argue that Natural Language does not
lexicalise exclusive disjunction.

We will review evidence from Homeric Greek, OC Slavonic, Tocharian, Hit-
tite and NE Caucasian.
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Empirical evidence: so many particles in so many languages

HoMERIC One of the disjunction markers in Homeric—fjte—is moprho-
logically complex, comprising the disjunctive/interrogative particle j and
a conjunction-signalling particle te. Interrogativity of 7 is discussed in
length in Denniston (1950: 282-284). The authoritative Homeric dictionary of
Autenrieth (1895: 134) glosses fte as ‘(either. . . ) or’, or ‘whether . ..or". As
Denniston (1950: 532) notes, in his short entry on the combination of par-
ticles giving rise to disjunction, “[t]his combination [of particles fj and te |
presents peculiar difficulties on any theory of te [and].”

(360) 1 T éxépev mapd ool
e t(e) ehemen para soi
K+y keep  withself

.. .or to keep with yourself’ (Il. T. 148)

Another Homeric particle combination is €ite, comprising of a conditional-
signalling «i (‘if’) and the aforementioned conjunctive te:

(361) elte PoVAedbe moAepelv NIV gite  Pilol  elvar
ei-te boulesthe polemein emin ei-te filoi einai
K + pwish to be at war for myself k + y friend be

‘whether you wish to wage war upon us or to be our friends’ (Cyrop.
3.2.13.)

oc stavoNic In Slavonic, the disjunction marker is composed of an addi-
tive/conjunction marker i and an interrogative marker Ii.

(362) P &5 6IPEE O QS HAMS

i-li Zenjo i -li déd

u-k wife (J)p-k children

. ..or wife or children’ (CZ. Mt. 19:29)
(363) oawsE ©&waR

idSo 1 télo

usoul (J) u body

‘(both) body and soul’ (CM. Mt. 10:28)
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(364) JP

KO/Q

-li u (silent) °/Q
\

i 1i W oYP

coordinand#1 o  coordinand #2
0 0 0 0

K H H

A

+ + + +

A~ N

RG3
RGY
BG7
B67

+ + +
|
+

+

N~ — — ——

TABLE 4.2.: Parametrised silence/exponence of disjunctive markers in OCS

(365) P3  WIWIWS VAt+Rt+ INBPI%I BAS+ &6 BbaP+
ne mozesi vlasa edinogo béla 1li ¢rina
NEG Can.2.sG hair.Gen.sc single/one.Gen.sc white k  black
Q-900VIbOSIS
sutvoriti
create.INF

‘(for) you cannot make a single hair white or black.” (CM. Mt. 5:36)

(366) £6 Wb+ObGSE QS QIQWbE
li bratrijq li sestry
k Dbrothers (J)x sisters

‘(either) brothers or sisters’ (CM. Mk. 10:29.1)

(367) a. £+b3 8S 6 &6 9IKM+bD
dart li i -li oltari
gift x J«k altar

‘gift or altar’ (CM. Mt. 23:19)
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b. 900-9V+ K6 F+003b-9
otica li materi
father (J)x mother

‘father or mother’ (CM. Mk. 7:10)
C. D+ LSS QS PI N+BD

damili i -li ne dami

give k ] Kk notgive

‘(either/whether) I give or do not give’ (CM. Mk. 12:14.3)
(368) P33 PYAQI Q€ a+0d O KOG B009 I00-9V AWOD-+-+003 S KO B009
ne pcéte se kakoi -li ¢to otuvéstaate i-li ¢to
not worry REFL how px whatrenounce (J)ux what
b3%'3003
recete
say
‘Do not worry about how you will defend yourselves or what you will
say. (CM. Lk. 12:11.1)

HITTITE In Hittite, too, the disjunction marker contains an additive mor-
pheme. AsHoffner and Melchert (2008: 405) note, disjunction is regularly
expressed in Hittite by naSma ‘or’ or by nassu ...naSma ‘either ...or. The
marker nasna has clearly developed by syncope from nassu+ma, which defin-
tiely contains the conjunction (and universal distributive) marker -(m)a.
We do not really know what the role of the nasu particle is.

(369) nu=88i  nasSu adanna peskezzi naSma=§si akuwanna
now-him x’(+ u) =either eat give K+ u =or drink
peskezzi
give

‘He either gives him to eat or he gives him to drink’ (KUB 13.4 1 24)

Another pair of enclitic disjunctive markers, attested from the oldest writ-
ten stage of the language, is -(a)ku...-(a)ku translating as ‘whether . . . or’.
While Hoffner and Melcherf (2008) do not remark on the morphological
composition of the expression, the -ku component reflects the PIE conjunc-
tive particle «k“e, as per Kloekhorst (2008: 483).

(370) LUzku cup=ku [up]uzku eszi
human being-(k+ )y ox-(k+)y [she]ep-(k+)u be
‘... whether it be human being, ox or [she]ep.” (KBo 6.3 iv 53)
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TocHARIAN B Tocharian B also shows a morphological asymmetry between
additive and disjunctive markers:

(371) pe klosdm nani

y ears.DU1.GEN

‘also my ears’ (TA 5: 53, b3/ A58b3 in ZimmeT 1976: 90)
(372) ckacar e-pe $am e-pe

sister k + pwifex + y

‘(either) sister or wife’ (TA 428: A4B2; Carling 2009: 74)

NORTH-EASTERN cAUCAsIAN Thelast languages we submit to our list of com-
plex disjunction-marking languages is from NE Caucasian (non-IE). Take
first a disjunction of two negative clauses:

(373) nu-ni umxu sune-la mer.li-¢i-b b-arg-i-ra, ammaya
me-ERG key(aBs) self-Gen place-sup-N N-find-aor-1but  «
pulaw, vya®ir‘d  he-d-arg-i-ra
pilaf(aBs)k hen(aBs) NEG-PL-find-A0R-1
‘I found the key at its place, but neither the pilaf nor the chicken
was there. (van der Berg oo4: 203)

Recall that conjunction obtains polysyndetically using an enclitic ra y par-
ticle:

(374) il.a-la  burus rayurgan ra “dnala ra kas-ili
this-GEN mattress(aBs) y blanket(aBs) p pillow(aBs)y take-cer
sa(r)i
be:pL

‘(They) took his mattress, blanket and pillow.
(van der Berg 2004: 199)

Recall from Chapter 2 that the expression exclusive disjunction in Dargi
features both p and k particles, which we show in (§75), repeated from (63).

(375) yarapilaw  b-ir-ehe, yaranerg b-ir-ehe
k ¢ pilaf(aBs) N-do-FuT.1k p soup(aBs)N-do-FUT.1
(‘What shall we make for lunch?’) ‘We’ 1l make (either) pilaf or
soup.’ (van der Berg 2oo4: 204)
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The same compositional pattern is found in Avar, which expresses exclu-
sive disjunction using a composed morpheme expression, containing a x
particle ya, the same one as in Dargi, and the by now familiar to us gi y
particle.

(376) yagiSashaya gi Vanya
K uS K uV
‘either Sasha or Vanya.’

Note also the coordination behaviour of ASL, where the meaning context-
dependently oscillates between conjunction and disjunction, as explored
by Davidsomn (2011), may possibly be classed along complex disjunction mark-
ers here.

The main theorem, therefore, is that exclusive disjunction is the (only avail-
able)result of along-winded composition involving two pairs of k particles,
two pairs of y particles, the ] head and a 6 operator:

(377) d. |: BE)FIK] |: [KP1 K? [HP1 H? XP]] []O [KPZ Kg [HPz “g YP]]]:|i|
P+ JP

b. u([[J"]]([[K?]]([[ui’n([[xpn)))(HKS]](uuSH([[YPm)))
c. THEOREM. (b)F [XP] v [YP] A =([XP] A [YP])

ANALYsIs  As a methodological preliminary, we assume that the alterna-
tive set grows point-wise, in line with standard assumptions of Hamblinian,
or indeed Roothian, semantics for alternatives. Structurally, this means
that alternatives grow structurally incrementally, i.e., every alternative-
sensitive operator, like only (or its covert counterpart, X), that activates the
alternatives of its sister does so on a no-look-ahead basis. This way, there

Asasample, of the programmatic thrust of such an approach, take a sketch
of a a possible disjunction structure (§78H) and Hamblinian interpretation
taken from Alonso-Ovallg (2006G: 8o, ex. 63).

(378) “The denotation of the sentence in (§78D) is the set containing the
proposition that Sandy is reading Moby Dick (m), the proposition that
Sandy s reading Huckleberry Finn (h), and the proposition that Sandy s read-
ing Treasure Island (t).” (Alonso-Ovalle, 2oo6d: 8o, ex. 63)
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a. A simplified structure for disjunction:

S
Sandy VP
isreading DP
Moﬁ\
Dick or DP
Hucklmsure
Finn or Island

b. A denotation for disjunction:

M[READ, (s, h)],
MW/[READ,(s,t)]

Mx[x likes Bobby],

{s} { Ax[x likes Chris], }

Mx[x likes Dana]

T T

{AW[READW(S, m)l}

[Sandy] {MAyAw[RrEAD,,(x,V)]} {m,h,t}
[is reading] {m} {h,t}
Mob
e=d ) o

Huckleberry Treasure
Finn Island

Our alternative tree with involve two alternative-triggering operators, y
and k superparticles, and one alternative-insensitive Junction head which
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will pair coordinands and let a c-commanding 6 operator turn the tuple
into a Boolean expression, as per (278) and (g79).

The no-look-ahead principle will thus allow for ‘embedded’ alternatives,
where a k operator will function over a p-triggered and exhaustified set of
alternatives.[]

We will therefore end up computing and composing the meaning of a complexly-
marked disjunction in four steps, as the morpho-syntactic analysis from
the previous section suggested. These compositional steps are shown in

(879) and paraphrased in (38d).

(379) The compositional steps in interpreting [JP"]:

6° @
(@/>\
/\
K0 @ I0 @
R S
u XP K @
TN
u YP

(380) Paraphrasing the compositional steps in interpreting [JP*]:
(1) [uP] as FA of [¢1°] and its argument (coordinand)
@ [xP] asFA of [x"] and [yP]
(3) [JP] as tuple-forming FA of [°T and two [«P]s (structural coor-
dinands)

(® [P*]asFAof [6°] and [JP]

In the paragraphs that follow, we take each of the compositional steps in
turn, starting with the first.

sTep 1) The first compositional step concerns the pP.

As a matter of methodological principle of theoretical stance, we will also assume that
there are no semantically vacuous morphemes: therefore a derivation adds compositional
meaning.
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(381) Composing pP (a sketch):

JP*

/

KP

yo/\XP K uP
yo/\YP

Assume a standard additive y expression, where y combines with a DP,
like John, which, once point-wise ‘lifted’ to propositional level, contains
no negative or modal markers (cf. (£8q)). The presence of y will activate
alternatives of its host and, once active, alternatives need to undergo ex-
haustification.

[uP] has to be recursively exhaustified, since a single layer of exhaustifi-
cation yields a contradiction in absence of a negative or a modal operator
interpolating within the structure, as per (28q). A single level of exhausti-
fication yields a contradiction in absence of (very possibly structurally de-
fined) alternatives, as shown in (§82d), since the proposition in question is
the only available alternative to itself. The speakers are therefore assumed
to rerun the Cricean reasoning and add another layer of exhaustification,
which, given the result of the first level of exhaustification, now contains
the exhaustified proposition as an alternative (3825). Once this alternative
is denied, under standard assumptions, antiexhaustivity obtains, as per
Mitrovi¢ and Sauerland (2014) and FoX (2007).1

(382) a. Firstlayer of exhaustification:

x(p)({p}™) = pA-p
_—

13 See also Cajewski (2008) and Katzif (2007), inter. al., on this matter.
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b. Second layer of exhaustification:

x(p)({x()}") = pa-x()
H L

For details and further arguments for iterativity of X, see Sauerland 2004,
Fox 2oo7 and Mitrovi¢ and Sauerland po14, inter. al..

STEP (2): INTERPRETING kP We now take a structural step higher, where the
result of step 1, [¢P], namely (382D), is fed into k, assumed to be an incar-
nation of an Inquisitive operator.

(383) Composing kP (a sketch):

Jp*
6° P
KP
K° uP J° KP
i XP K° uP

k takes the pP with the denotation [p A =X(p)] as complement and per-
form inquisitive closure, i.e. a disjunction of [yP] and its negation. Via
De Morgan equivalnce (DEM), we get the meanings of individual disjuncts,
as shown in (38F). We also invoke Alonso-Ovallg’s (2006) principle of con-
verting disjunction to sets.
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(384) Composing kP:

[xP] = [x"DI([wPI)

= dlp v -p)([p A -x(p)])

= [pA=X(p)]v-lpA-X(p)]
oyoevy) = [p A =X(p)] v [-pV X(p)]

[p A ~X(p)], [-p v X(p)]}

{Ip A -2(p)1}, {{-p}. {%(p)}}}

Il

The result of (§89) is true for both of the disjuncts, hence a pair of such sets
is paired up by J°.

STEP (3): INTERPRETING JP  We now pair up the two k-marked coordinands,
with an embedded yP each, via the Junction head.

(385) Composing JP (sketch):

Jp*
/\
6 jp
KU/\[JP 1° KP
0/\ U/\
U XP K uP

N
U YP
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(386) Composing JP:

DP1 = °D(Ixeud )(Ixe0)
byiec i) = AyAx[xoy]<|IKP1]])([[KP2]]>
oyey) = [KPi] o [kP,]
= ([xP:], [xP,])
= ([lpA=X(p)] Vv [-pVv X(P)]] [[ar-%X@)]V[-qV X@)]])
(byao) = H [p A =X(p {{—'P} {f(P)}}H
B p A =X(p)]}, {la A =X(a)]},
- = (oo} Lo s} ]

sTEP @): ENTER 6 In the last step, we complete the composition by turning
the JP-pair into a Boolean expression.

(387) Composing JP* (sketch):

JP
30/\]P
% /5\
K uP ] /KP\
yo/\XP K° \EP
uo/\YP

As already discussed, Minimality will ensure that the uninterpretable fea-
ture [ur : Jon 6° is checked by x° bearing [ix]. The checked feature [uF : k] is
then interpreted as an instruction to map [JP] via UJ to a disjunction.
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(388) Composing JP":

pP'l = 16°3(mel)
weany = A(xy) [ev y]( ([xP.], [kP.D) )
wyr) = [kP;] Vv [kP,]

([P ], [xP,])
{lp A =x(p)]}. {la A -x()]}.
H{{ﬁp}, {xw}H Y H{{ﬁq}, {aem}}”
_[[{lpa=x(1},] [{la A -x(@)]},
= e e
The resulting denotation, however, is an inconsistent set. We simplify the

denotation of the entire JP in (§89), which contains two maximal consis-
tent subsets, given in (389a) and (38qb).

+ [pA=X(p)], [-pV X(p)],
(389) 1P ]]z{ [aA-%X()], [-qVvX(a)] }

a. {[p/\—n%(p)],[q/\—n%(q)]} ....................... excludable: HC
b. {[-pv x(p)].[-a v X(@)]}
Lo{{=ph (=t} e excludable: 3C
. (RO AZ@M oo v

We assume that, since the entire set (§8q) is inconsistent, one of the two
maximal consistent subsets is the resulting denotation. The first consis-
tent set in (§89a), however, is excludable for two reasons. For one, (§89a)
violates HC.[1 We sketch a proof of this in (§90).

HC stands for Hurford’s Constraint (Hurford, 1974), which we state:

(i) HURFORD’S CONSTRAINT (HC):
neither of the disjuncts should entail the other, or each other.

a. adisjunction of the form X; v X, is odd if X; entails X;, or vice versa (Katzir
and Singhl, po13: 202)

_ 1 ifpkgqorgkp
b. qu_{ -1 otherwise
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(390) Sketch of a proof: as per our assumptions, let p,q € C. The alterna-
tive set {[p A =X(p)],[g A —|3€(q)]} thus comprises the two disjunct

candidates. The first, [p A =X(p)] entails g since -X(p) F g, and
[9 A =X(gq)] entails p since =X (q) + p. This violates HC. |

Another possible reason for exclusion of (389a) is, perhaps, the strength-
ening condition we stipulated in fn. 3, which amount to stipulating, on
the grounds of possibly natural principles, that alternative-sensitive mor-
phemes, like y and «, enrich (and not simply maintain) meaning struc-
turally. A pP with an antiexhaustive meaning, once fed into x, should
not, then, yield a kP with the meaning of yP alone. Our resulting deno-
tation, however, contains the yP meanings of each disjuncts and, may, be
excluded for reasons of structural enrichment. Therefore, if the first max-
imal consistent subset (389D) is not the denotation of JP", then it has to be
the other.

The other consistent subset in (3898) has a clear flavour of exclusivity: ei-
ther only one disjunct is true (X(p)), or else that disjunct is not the case
(=p). This, however, still allows for both disjuncts to be false (-~p v =q) and
we end up nothing (i.e., with the wrong meaning, paraphrasable as “nei-
ther...nor”). We assume an existential presupposition (3C) blocks this
meaning.[] The second subset of (389b-ii), however, contains a mutually-
exclusive doubleton subset (389b-ii), which asymmetrically entails (389b]
ii). This is the desired result with the exclusive component.

This section has essentially tried making sense out of complex morphology
for, what seems to be, a rather simple meaningof ‘or’ or ‘v’. IThave not only
shown that five operators (heads) are present in the morphosyntactic ex-
pression of exclusive disjunction, but have also presented a working anal-
ysis of deriving the exclusive component as a computational consequence
of five-head/operator (1x]J°,2x k°, 2 x u°) composition and alternative elim-
ination via a ©-like procedure (including HC) that handles inconsistencies
in the generated alternative set. The calculation is schematised in deriva-
tion/interpretation parse in the Appendix (.

I am grateful to Uli Sauerland for pointing out this to me back in 2012. Instead of 3C, we
may also appeal to a presuppositional definition of X, in which the exhaustified proposi-
tion is presupposed.
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Chapter summary

This chapter set out to translate the syntactic analysis of fine-grained coor-
dination structure, which we have motivated in the previous chapter, into
compositional semantics. Assuming three core heads, 1°, yo and «°, the
core semantic classes featuring the two superparticles have been composi-
tionally derived. Having introduced some novel data on morphologically
complex disjunction markers, which contain the y particles, a new com-
position of exclusive disjunction has been proposed, one that involves as
many as five heads (operators), as signalled by the morphology. In this re-
spect, a strongly decompositional, and successfully compositional, stance
has been taken.

The following chapter addresses topics concerned with the semantic cha-
nge within the superparticle system. To answer some historical questions
related to the semantics of the IE superparticle inventory, we will draw
from Japonic.
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Semantic change

Introduction

This chapter picks up on a diachronic quirk we pointed out in passing in
Chapter 3 on IE y°. We have established that IE +k"e was a superparticle
of u° category, the interpretation of which falls into two main classes, de-
pending on its structural context. Asa complement to JP, y° is conjunctive
as per the compositional account proposed in previous chapter. If inde-
pendent (i.e. not contained within a JP), IE yP has four core interpreta-
tions: as (i) a polarity, (ii) universal distributive, (iii) free-choice, or (iv)
additive item, where the distribution between the second and third is reg-
ulated by the absence (ii) / presence (iii) of a modal. Recall that IE p-kinds
are different from the Japanese template we started with in (ff) in the first
chapter in that y in the vast majority of old IE languages shows no signs of
unrestricted universal quantification (a2 meaning like all), unlike Modern
Japanese. In this chapter we turn to the exceptions within IE which are
more like Japanese with regards to the purely universal character of quan-
tification. The main question, that this chapter deals with, concerns the
nature of the ‘quantificational split’ in IE: in simplest terms, why does wh-
gymean ‘any-x’ in some and ‘each-x’ in other IE languages? (Furthermore,
is there a diachronic link?)

We first aim to explain the exceptions (§5.2). The aetiology of the any/each
quantificational split in the semantics of IE y° will be shown to be diachro-
nic. We will entertain the idea that rather than a seeming oscillation from
the system we are developing, the universal quantificational force of y°
is diachronically original in the earliest IE. The second desideratum (55.3)
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is comparative-diachronic. We will look beyond IE to understand the dia-
chronic processes underlying the semantic oscillations between the polar
and universal meaning.

We first show that a subset of IE languages, including Old Irish, Hittite,
Gothic, Tocharian and Latin, are exceptional, with regard to their IE brethren,
in possessing a Japanese-style y. We begin by meditating on the ‘semantic
split’ in the quantificational force of y particles and start with two logi-
cal premises: one of the two semantic properties of y operators, i.e. the
universal or the (DE-restricted) polar meanings, was historically original.
To decide between the two, we navigate from IE to a genetically indepen-
dentlanguage (family), namely Japonic, and observe the properties of its y-
system so as to construct a cross-linguistically wide ‘diachronic typology’.
We then take the diachronic trends in Japonic to account for the changesin
IE, arguing for a possibly homogenous, and potentially universal, patterns
of directionality of semantic change, which we model using Chierchia’s
(2o13b) theory of implicature-based derivation of polarity sensitivity.

Before we turn to the IE data and the discussion of the quantificational
split, we devote the remainder of this opening section to a preliminary
formal semantic theorisation on semantic change by reviewing von Fin
tel (1995), one of the rare formal semantic contributions to understanding
the concept of grammaticalisation.

FORMALISING GRAMMATICALISATION: VON FINTEL (1995) Grammaticalisation
is generally understood as the diachronic process of changing lexical ma-
terial into functional material. The notion has, wrongly, been associated
or indeed equated with the concept of ‘semantic bleaching’, i.e. loss of se-
mantic content.] As von Fintel (1995) shows, this does not hold. In what
follows, we mainly draw from his (1995) work.f

The notion of ‘semantic bleaching’, with respect to grammaticalisation,
seems to have been invented by non-semanticists to account for the mean-
ingless functional units such as case markers but their seeming ‘mean-
inglessness’, which is by no means as factual as is promoted to be, is an
exception in the realm of functional items. Or, as von Fintel (1995: 177-
178) writes, “[f]or most other functional morphemes, the view that they

See, for instance, Sweetset (1988) and the numerous references therein. I do, however,
concede that this notion is also quite an outdated view within mainstream grammatical-
isation. For a more recent rectification of grammaticalisation, see Eckardf (2000, 2007,
2011) and references therein.

For a case-based account of semantic change, see Eckardf (2006) and references therein.
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have no meaning is entirely mistaken. [emphasis his] The semantics of de-
terminers, modals, tenses, aspects etc. is after all the bread and butter of
working semanticists. If there is a semantic reflex of the functional/lexical
distinction, it is not that functional items are vacuous.”

Applying these reformalised ideas about grammaticalisation to our empir-
ical set, we have to concede that we are dealing with a case of grammati-
calisation which is not of the plain-vanilla variety, under which it is main-
tained that the semantic change is that from lexical to functional mean-
ing, but rather that we are dealing with second-order gramamdticalisation,
since our attention is on inherently functional meanings of language—
those meanings characterised by high types and permutation invariance—
that change into other—more?—functional meanings. In literature, this
form of grammaticalisation is also known as secondary grammaticalisa-
tion and has beenrecognised, atleast, ever since Kurytowicz (1965): “Gram-
maticalization consists in the increase of the range of a morpheme ad-
vancing from a lexical to a grammatical or from a less grammatical to a
more grammatical status, e.g. from a derivative formant to an inflectional
one.” (Kurylowicz, 1965: 69) For an overview of theoretical developments
in the field of grammaticalisation, see Hopper (1996) and for recent ad-
vances in the area of secondary grammaticalisation, see [Taugott (2003),
Brebar (2015) and references therein. We will not revolutionise much with
respect to this question but will simply pick up on, and expand, the idea
that functional, as opposed to lexical, meanings have high types, as most
notably argued in Chierchia (1984) and Partee (1987), among others (see Fin
tel 1995 for further reference and discussion).

We follow von Fintel (1995) in assuming that permutation invariance and
high types go hand in hand. Permutation invariance is elegantly situ-
ated within Carlson’s (1983) theory, in which functional items—at least
those that concern us in this thesis, namely logical words like coordina-
tors, quantifiers, and possibly focus, (generalised/Chierchian) exhaustifi-
cation and question markers—are endocentric. The notion of endocentric-
ity entails two beneficial effects, both in syntax as well as semantics. Syn-
tactically, a Carlsonian ‘endocentric’ functional element does not change
the category of its argument(s) (we have also been using the term host(s),
which is of equal status in this respect). Among such endocentric elements
are sentence modifiers, such as negation markers, which, as von Fintel
(1995: 182) notes, take sentences and return sentences, without changing
the category of their arguments (hosts). We could add to this set of endo-
centric elements markers of coordination, quantification, and interroga-
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tivity—these can uniformly be identified as logical terms. We can conjec-
turally add to the list of endocentric logical markers also the focus-sensitive
and exhaustification operators. We maintain that syntactically, endocen-
tric elements do not change the categories of their hosts.f

(391) plyYpo¢
/’////\
oo ¢

{A,V,=,Q,Foc, X}

) =D

Functional meanings therefore have the following properties as von Fintel
(£995: 183) lists them, where we select from his list:

(392) a. Functional meaning are permutation-invariant
b. Functional meanings have high types.

c. There are universal semantic constrains on possible functional
meanings (conservativity).

We will mostly concern ourselves with (3923-925). Although von Fintel
(1995) does not state it explicity but only states that “an item that becomes a
functional morpheme has to assume a higher type”, we take the following
generalisation on the semantic change involved in grammaticalisation to

hold:

(393) GRAMMATICALISATION GENERALISATION OF TYPES:
Crammaticalisation never results in type-lowering.

One instance to which (393) applies is the change from adjectival to deter-
miner-like quantificational meaning that Fintel (1995: 185, ex. 14) reports,
where the notion of function composition (o) is employed as the central
tool of grammaticalisation.

Fintel (1995) notices a caveat lurking behind the innocence of endocentricity, namely the
fact that from a modern Minimalist point of view, the negative head is assumed to head
its own projection, NecP, which defeats the ‘no tampering’ notion of endocentric opera-
tors. Fintel (1995) also finds a way to resolve this problem by appealing to the model of ‘ex-
tended projection’ proposed by Crimshawi (2000, 2005), which allows us to maintain that
functional morphemes are both endocentric and exocentric elements simultaneously, as
explored by Cormack and Brehenyi (1994).
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(394) Adjective vy, (o,r)) — Determiner . .y (. r).-)) change:

a. Stage1: > b. Stage 2:
DP DP
/\
D D N
3 3 o MANY (e, t)
{(e,t).{{e,t), 1)) Adj N {(e. 1), {(e, 1), 1))
many (e, t)

{(e.t),{e,))

If grammaticalisation truly relies on function composition of the denota-
tions of syntactic elements, then the generalisation in (393) follows straight-
forwardly.

STRUCTURAL CHANGE: ROBERTS & ROUSSOU (2003) We now revisit the syn-
tactic and syntax-theoretic aspects of grammaticalisation by integrating
into the picture the minimalist diachronic system of Roberts and Roussou
(2003). After surveying a rich collection of cross-lingusitic constructions,
Roberts and Roussou (2003: 212) find a signature common denominator in
diachronic syntax in loss of movement and a new exponence of a struc-
turally higher functional head. This head that is formed corresponds to
the target slot of movement from a previous stage. In general terms, a for-
merly lexical head ‘turns into’ a functional head occupying a structurally
superior position, as sketched in (R93).

(395) [ Y+ X[ty J]>»> [ Y =X[wp... Y. ]]
(Roberts and Roussou, 2003: 212, ex. 19)

Note that this general diachronic state of affairsin syntax corresponds with
the diachronic semantic type-raising restructuring indicated in (394).

The early quantificational splitin IE

The vast majority of old IE languages, as we have already established in
Chapter 3, possessed a superparticle of y category, which in combination
with an existential yielded a polarity sensitive term. Some IE languages,
however, fall outside of this generalisation for reasons that are unknown
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from any previous literature that I am aware of. This section aims to ex-
plain this split.

To reiterate some core contrastive data, exemplifying this quantificational
split, compare the meaning of a wh-p expression in Sanskrit (§96) and Gothic
(Ra7), where one is a polarity sensitive expression and another a (polarity
‘insensitive’) universal expression.

(306) T =T w9 T fferorf AT
na yasya [kas ca] tititarti maya’
NEG whom.GEN [who.Mm.sc y] able to overcome illusions.rL

‘No one [=not anyone] can overcome that (=the Supreme Personality

of Godhead’s) illusory energy.’ (Bhagavatapurdna, 8.5.30)
(397) GAh oAZ nh spel hanseid VARDAA HEINA
jah [hvaz-  uh] saei hauseip waurda meina

and who.m.sc and pro.m.sc hear.3.sc.IND words.Acc.PL mine

‘And every one that heareth these sayings of mine.. ..’
(CA. Mt. 7:206)

There are two possible answers to the question of the diachronically origi-
nal meaning pin such expressions and the ways in which the development
of early y° proceeded in (P)IE.

(398) i. The (Gothic-type) universal quantificational (V) character of y°
is diachronically primary (i.e. the reconstructable form) and
the polarity sensitive (poL) character is secondary (Sanskrit-type).
Under this hypothesis, PIE had universal terms, which diachron-
ically shifted into polar terms through parametric syntactic-se-

manticchange. The Anatolian, Celtic, Italicand Germanic branches

of IE, which show (at their earliest stages) the V character of 1°,
had split before the change took place.

ii. The porcharacter of ;° is diachronically primary (i.e. the recon-
structable form) and the V character is secondary. Under this
hypothesis, PIE had ror terms, which diachronically shifted into
V through parametric syntactic-semantic change, which took
placein the Anatolian, Celtic, Italicand Germanic branches only;
Sanskrit, Slavonic, and the rest of the IE group did not undergo
such a change.
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Both hypothetical options above presuppose a split between the Anatolian,
Celtic, Italic and Germanic branches, on the one hand, and the rest of the
IE branches, on the other hand. In the remainder of this section, we fo-
cus on the connection between two such branches, Anatolian and Celtic,
in order to elucidate some further and independent reasons to consider a
semantic split in early (P)IE. We consider three independent arguments
for the closer (parametric) ‘affinity’ of Anatolian (Hittite) and Celtic (Olr.)
branches:

(399) 1. a synTAcTic argument (Watking, 1963): Hit. and Olr. exhibit
some particular particle sequences that we do not readily come
across in other branches.

ii. asemaNTicargument: Hit. and OIr. exhibit the same semantic
property of y, namely its unrestricted universal force.

iii. an INDEPENDENT argument: independent work on IE phyloge-
netic cladistics is in line with the idea that Anatolian and Celtic
were among the first branches to split from its IE core.

What is additionally interesting with respect to (Rqdji) is the correlation
between the unrestricted universal term and the corresponding pattern
within the poL group. Both Hit. and Olr. universal wh-y terms pattern
with FC terms, while not patterning with other (polar and additive) terms.
We now take each of the three arguments in (399) in turn.

sYNTAX Our syntactic argument draws from Watkins (1963), who notes a
very close similarity of particle/clitic sequences in OIr. and Hit.

The preverbs in OIr. clearly reflect a lexicon inherited from PIE. Table .1
below lists the particle correspondences in OIr. and Lat.

However, no plausible particle in a cognate language can be suggested for
the OIr. particle no., which serves to infix pronouns and has no semantic
content at all, as Watkins (1963: 15) shows. The same applies to OlIr. se,
which hosts the enclitic conjunctive (super)particle -ch and serves to infix
the copula is. Note that the equation of the clitic sequence of the preverbal
particle (no/se), the conjunctive ch and the verb is.

It is in Hittite where we find strikingly similar, if not identical, forms of
particle sequences, which was originally noticed by Dillon (1947). Hittite
possessed particle nu (<) corresponding to OIr. no, both of which reflect
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OIr. Lat. particle sequence in OIr.

ad ad

com cum

di de

no - no=ch=s
se - se=ch=is
to - to=ch=is

TABLE 5.1.: PIE particle correspondences in Olr. and Lat.

PIE xnu. These two particles were rather devoid of semantic contentf and
were uniformly restricted to initial syntactic positions, serving as hosts to
other clitics and particles. In our system, nu appears tositin]°. What puts
us in a position to appreciate Watking’s (1963) observation is not only the
phonological equation of OIr. and Hit. no and nu, respectively, but also his
syntactic equation:

(400) a. »o# T SRS |58 a2
nu-mu  Yzpp ... kanissan  harta
J°-me.acc Iitar favour held

‘and (as) my lady IStar held me in favour’ [#]°. ..V 4]
(Hatt. 1. 66-67)

b. nom Co1mmo1u coiima
no=m Choimmdiu coima
0 d herish
] -me.acc Lor cheris

‘The Lord cherishes me’ [#]°...V°4]
(EIL, 2.2)

Hit. possessed two additional sentence-initial particles, ta (%) and Su (&),
which also serve as clitic hosts. Similarly, particle to in OIr. is devoid of
semantic contentand attaches to verbs so as to host clitics, as Dillon (1947:
22) originally proposed. Both the OIr. to and Hit. ta are reflexes of the
PIE *to, as already noted in passing in Chapter 3. Additionally, Hit. 3u is

As Watking (1963: 15) notes, Hit. nu sometimes corresponds to conjunctive meaning but
in other cases, it is devoid of any meaning or semantic contribution to the rest of the
structure.

For evidence and elaboration on the null semantic content of OIr. to, see Dillon (1963).
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cognate with OIr. se, noted in Tab. F.1.f The set of three PIE connective
particles are fully reflected in OIr. and Hit.

(401) PIE

{*no, xto, <7}

/\
Oir. Hit.
| |
{no, to, se} {nu, ta, Su}

The equation of the clitic sequence is also borne out. Take for instance a
pronominal clitic zan (‘him’) which directly corresponds to OIr clitic forms
with -ch (‘and’).

(402) Watking’s (1963) clitic sequence equation:
a. Hit. n=an tzaan S=n
b. OIr. mnoxh toxh se=h

Watking’s (1963) insight into the Celto-Anatolian particle and particle se-
quence identity is of tremendous value as it finds its theoretical and ex-
planatory version in the system we have been developing in this thesis.
The sentence-initial particles {nu/no, ta/to, Su/se} in Hit./OIr. respectively,
are J° elements. Following Dunkel (i982), we could add to (go2) the pair
OlIr. to-ch :: Hit. ta-kku (‘if”).[. Conversely, Hit. nu-kku ‘and now’ (< *nu-k"e,
Kloekhorst (2008: 608)) further fits the bimorphemic frame.

(403) Expanded clitic sequence equation:

a. Hit. n=n tzan  S=an
nu=kku tazkku @

b. OIr. no=h to=h se=h

We now move on to the semantic equation of the OIr. and Hit. universal
terms.

i. THE RETENTION ANALYSIS: Anatolian and Celtic have retained the ar-
chaic form of indefinite quantification, i.e. the syntactic and seman-
tic patterns are inherited from PIE.

It is unclear what the PIE etymon for OIr. se and Hit. 3u is.
See Melchert (1994: 184) who interprets ta-kku as /tak" u/ < /tak™s/ < *to-k"e
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ii. THE ‘CONVERGENT EVOLUTION’ (HOMOPLASY) ANALYSIS: Anatolian and
Celtic shows shared innovation patterns, i.e. the two branches de-
veloped analogous syntactic and semantic structures which were not
present in PIE.

As John Whitman correctly notes, the question that arises under the sec-
ond homoplasy hypothesis is whether this form of homoplastic diachronic
change involved single or multiple innovations away from the PIE form.
As we will see as we turn to the semantic equation of Anatolian and Celtic
below, it is rather difficult to model a single innovative diachronic change
that would reflect both the clitic sequences and the unrestricted universal-
quantificational character of y particles.

SEMANTIcs In Hit., as Hoffner and Melchert (2008: 149) note, the univer-
sal distributive expressions like ‘each(one), every(one)’ quantificational ex-
pressions correspond to kuis$a (5)=T), comprising of an inflected wh-comp-
onent kui- (k=) and the conjunctive (super)particle -a (I) / -ya (&), corre-
sponding to our y category.fl The following two examples show yP univer-
sals as animate (‘who’) subjects and inanimate (‘what’) objects:

(404) = Bl S|P I L FRE=
nu pumu.MES-3U kuis§-a  kuwatta  utne paizzi
J sons.his who-y = V somewhere country.Loc went

‘Each of his sons went somewhere to a country.” (KBo. 3.1.1.17-18)

(405) = HEIH R ERIT =R

nu kuitt-a arhayan kinaizz[i
] what-y = V seperately sifts
‘She sifts everything seperately.’ (KUB XXIV.11.1I1.18)

Following Karttunen (1977), int. al., we maintain an indefinite and inher-
ently existential semantics for wh-terms, like kui- ‘who’ or kuit- ‘what’ in
(mo4)) and (go3), respectively. In the derivation we have developed, wh-words
are hosts (complements) to ;° operators (heads), which have, as a seman-
tic signature, alternative triggering. Given the potentially silent presence
of a boolean operator 1, all activated alternatives are asserted to hold. This

The free-choice ‘whoever’ type expressions are analogous but not identical to universal
distributives kuisSa (5E=TF). As Hoffner and Melcherf (2008: 150) show, while universal
distributive kuisSa (<ku-is-3a) ‘each, every(one)’ shows geminate -$§-, the free-choice kuisa
(<ku-i-3a) ‘whoever’ features the non-geminating conjunction -a () / -ma (&).
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yields a universal term such as kuiss-a ‘every/each (son)’ in (fo4) and kuitt-a
‘everything’ in (fog) confirm. More formally and schematically, the com-
positional details of (g0o4)) containing a who-p universal kuiss-a are shown in

(508).

We are also employing a very simplified take on the event semantics and
verb transitivity: we take the verbal predicate paizzi ‘go’ as being an in-
transitive predicate, stripped of past-tense meaning with the existential-
locative kuwatta utne ‘somewhere to a country’ adjoining at the v(V)P level.

Note the structural ambiguity of the y-quantificational subject ‘each of his
sons’. Weignore the internal type-complexity of the expression pumu. MES-
u kuiss$ ‘which/ who + his sons’, and simply assume that the expression
denotes a set of properties shared by ‘his sons’.

In the composition we are assuming, the p operator combines with the
scope element firstand only then with therestrictor, making it structurally
(syntactically and compositionally) analogous to indeterminate universal
quantification in Japanese, as Shimoyama (2006) proposed. The latter in
(god)) is pumu.MES-3u ‘(his;) sons’, which we are syntactically placing in
some [Spec, yP] position.
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(406) A compositional sketch of (zo4):

BT S A <A T
DUMU. MES-3U kuisSa kuwatta utne paizzi
= Vx € D[soNs(x) — Jy € D[coUNTRY(y) A Go(x) =1]]

C/TP

DUMU ., MES-3U kuisSa
= APVx € D[soNs(x) — P(x) =1]

[[ BTN ﬂ
D/NP

BTl EAT
DPUMU. MES-5U ||P/NP kuissa  ||¥
= Ax3P[sons(x)] = APVx[PERSON(x) — P(x) = 1]

ﬁﬂwﬁ@ [[V]] o = MG

= APIx[PERSON(X) A P(x) = 1]

S <448 e R T
kuwatta utnz paizzi || "V®
= Ay3dz € D[counTrY(Z) A Go(y)]

RN A8 FEE=H
kuwatta utng ~ ||A4V'eP paizzi ||V
= 3z € D[cOUNTRY(Z)] = My[co(y)]

JEUUHJJ]IUUUJJS ¥ §YALAVHD



5.2 * Theearly quantificational split in IE

The same compositional mechanics extends to other wh+y constructions
in non-subject positions, like (go3).

The morpho-semantic generalisation on unrestricted universal terms com-
prising a wh and a y component extends across the Anatolian branch. In
Palaic, we also find kui+=a,e .

Equally distributive and universal are the unrestricted universal expres-
sions cach (cac¢) ‘every, each’ in OIr., also comprising of an inflected wh-
component cd and the conjunctive (super)particle -ch (¢), corresponding to
our y category. The distributive universal semantics of cach is additionally
reinforced by a datum equating all and each:[1

(407) &  huiliduini.i. a ca-ch duini
vocall man i.e. voc wh-y=every man
‘O, allmeni.e. O, every man’ (Wb. 10c20)

cLapbisTics  The syntacticaspects of the inherited ]°-level particles and their
particular sequencing, combined with the semantic aspects of the unre-
strictiveness of universal distributive terms in OlIr. and Hit. suggest a par-
ticular affinity between these languages, or branches.

Ringe et al.'s (2002) phylogenetic-cladistic work on IE grouping provides
independent evidence for a diachronic picture of (P)IE, which allows for
the Celto-Anatolian similarities. While their work focuses solely on lexi-
cal / phonological evidence, it has bearing on syntactic taxonomy. Figure
.1 shows a semantically relevant phylogenetic cladistics of the character
‘one’ in IE from Ringe et al (2003: 75, fig. 2). The numerical values, which
represent Ringe et al.'s (2002) cladistic state values, have been ignored in
the rendition of their cladistics.

As Dillon (1947: 24) notes, “[i]t [...] appears that Hittite and Irish, east
and west, have preserved, in the use of verbal particles, or connectives, in
the infixation of pronouns, and in the expression of the relative, an an-
cient common system. Here, too, it seems probable that the peripheral
languages have been conservative and that they may reveal what was once
the normal Indo-European structure. Without questioning Pedersen’s as-
sumption of a post-Indo-European unity, including Hittite, Tocharian, Phry-
gian, Italic and Celtic, we must combine with it the notion of peripheral

9 An exhaustive list of occurrences can be found in Kloekhorst (2008: 488-491) and Puhvel
(1997: 218-231).
10 An exhaustive list of occurrences is given in O’Mahony and Hennessy (1865: 115).
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PIE: +sém, fem. (+sémih, >) +smih,
\

Tocharian

VAN

TochA (sas)
TochB (se)

Anatolian

VAN

Hittite (xds)
Luvian (-)
Lycian (-)

FIGURE 5.1.:

Albanian (njé) Italic Celtic

Gothic (ains)
Old Norse (einn)
Old English (an)

OH German (ein)  Latin (inus) Welsh (un) Old Irish (éen)
Latvian (viens) Oscan (-)

Lithuanian (venas) Umbrian (-)

Old Prussian (ains)

OC Slavonic (jedinu)

Old Persian (aviva)

Avestan (aeuud)

Vedic (ékas)

Armenian (mi)

Greek (hes)

Asimplified phylogenetic cladistics of the character ‘one’ in IE (Ringe et al.,
2002)

survival which the results of linguistic geography have established. Then
the special correspondences between Hittite and Irish, on the one hand,
and Italo-Celtic and Indo-Iranian, on the other, find their explanation.”

The cladistic tree in Fig. 5.1 gives independent room for thought on periph-
erality and conservativity of IE that Dillon (1947) alludes to. Ringe et al.’s
(2o02) cladistics suggests that OIr. was not only geographically but also di-
achronically peripheral. If we are on theright track insofar as Ringe etal.’s
(2oo2) grouping goes, two problems remain.

The first concern the Italo-Celtic super-group in Fig. F.1. Itisexpected that,
say, Latin, among the Italic group, would show the semantic property of
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unrestricted universals if our diachronic hypothesis is viable. Latin in fact
shows clear signs of possessing unrestricted universals, as Bortolussi (2013)
reports. Recall the relevant data, which we repeat:

(408) a. Sicsingillatim nostrum unus quis-que mouetur

so individually we one wh-p  moved

‘So each of us is individually moved’ (Lucil. sat. 563)
b. Morbus est habitus cuius-que corporis contra naturam

sicknessis reside wh-y body  contrary nature

‘The sickness is the situation of any/every/each body contrary to
nature’ (Cell. 4,2,3)

c. auentaudire quid quis-que senserit
want hear whatwh-p  think

‘they wish to hear what each man’ s (everyone’s) opinion was’
(Cic. Phil. 14,19)

The second problem is the cladistic position of Tocharian. To maintain a
hypothesis of the inherited property of unrestricted universals, we would
expect, ceteris paribus, Tocharian to show semantic similarities with Anato-
lian and Celtic—and indeed Latin, in light of (#08). Tocharian, also, pos-
sessed a productive universal-forming particle ra. We repeat the relevant
datum:

(409) taiknesa ket ra kartsespaspartau poy$i [i|nasle
thus  whoy good turned Buddha honored

‘in this way the Buddha [is] to be honored [who has] worked for the
good of everyone’ (TB, 30b8)

So farin this chapter, we have shown that not only Hittite and Old Irish but
also Cothic, Latin and Tocharian represent a homogenous group within
the IE family insofar as the syntax and semantics of particles is concerned.
By alluding to the cladistic model, we have found independent cladistic
support for the view that the grouping may be diachronically archaic. Turn-
ing back to our initial logic of hypotheses in (398), we now take a step fur-
ther (back) and consider what gave rise to the semantic system that oper-
ated in languages like Hit. and OIr. To understand this, we would need ac-
cess to linguistic sources diachronically preceding the Celtic and Anatolian
groups. Since there is no such evidence, we adopt a comparative stance
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and look at the diachronic mechanisms of the same type, i.e. the develop-
ment of unrestricted universal terms elsewhere. The only other language
which synchronically operates a particle-quantificational system and for
which there are older linguistic attestations is Japanese.

In the following section, we therefore depart from IE in order to look at the
diachrony of p and « particles in Japonic, starting with Old Japanese.

Diachronic typology: the Japanese superparticle system

Modern Japanese has a very harmonic semantic system of quantification-
al/logical expression, as we have shown in (i) and (§). We repeat the core

patterns in (g10) and (11).

(410) The p-series (mo) (411) The k-series (ka)

a. B () A7 — % a. BV AT Y=
Bill mo Mary mo Bill ka Mary ka
B u M u B x M K
‘(both) Bill and Mary. ‘(either) Bill or Mary.’

b. X7VU—-1% b. #m% AN
Mary mo wakaru  ka
M U understand
‘also Mary’ ‘Do you understand?’

c. #f b c. it M
dare mo dare ka
who y who «

‘everyone’ ‘someone’

d. o 4 b d. Lo F4  »
dono gakusei mo dono gakusei ka
INDET student y INDET student k
‘any/every student’ ‘some students’

The construction of universal, or indeed polar, terms follow the standard
pattern of combining a wh-word and the particle mo (y) and extend to other
types of wh-terms. Just as in the previous section, we continue to focus
on the y-series. Compositionally, the semantic role of the y particle gives
rise to a universal reading roughly along the following lines as we have ex-

plored in the previous chapter: in the structure [, u° wh ], p obligatorily
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activates the alternatives (2) of its complement, i.e., the wh-abstract with
an existential presupposition, and asserts that all alternatives be true, via
a silent meet (M) operation, following Szabolcsi (2014d), which is also anal-
ogous to quantificational closure in the system of Kratzer and Shimoyama
(2oo2). The generalised lexical entry for y we have been proposing is the
following:

(a12) [ul(9) = [1{6}™

What remains unexplored, however, is the historical dimension of this
compositional behaviour in light of the absence of the modern pattern in
the earliest stage of the language, which has to the best of knowledge re-
mained unexplored formally.

The neat and linear morpho-semantic behaviour of the two series of super-
particles y and « in (#1d) and (g13) resulted though language change. The
original functions of the two particles was not as serial as it is in Modern
Japanese.

5.3.1 OLD JAPANESE

This section is devoted to history of Japanese y (mo) and « (ka) superparti-
cles. The role of diachronic Japanese in this chapter is to gain comparative-
diachronicinsightinto the nature of change of superparticles. We have es-
tablished a ‘quantificational split’ in the beginning of this chapter, whereby
asubset of IE languages shows universal quantificational semantics of [wh+y]
expressions, whereas the rest of the IE group shows polarity sensitivity of
the same expression. We had no way of answering which came first. By
seeing and understanding what happened in Japonic, we may have inde-
pendent motivation to reinvestigate the questions we have been asking in
the first section of this chapter. A working assumption, however, is that
superparticles undergo common changes, regardless of linguistic genet-
ics.

In this section, we will first review the particle system of O] and then focus
on three construction types: one featuring the ka-particle, another featur-
ing the mo-particle, and the third featuring both ka and mo particles, with
an aim of accounting for the simultaneous realisation of the two superpar-
ticle classes. Note, however, that the ‘super’ attribute was rather absent
in OJ since the two kinds of particles, x and y, did not feature in cross-
categorially and semantically harmonious ways.
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We will first look into the semantics of the mo (p) particle, showing that it
was an inherently scalar operator. We will then move on to look into the ka
(k) particle, showing that the interrogative/disjunctive signature property,
visible in modern Japanese, was absent—instead, ka was a focus marker,
which will lend itself to a diachronic syntactic/semantic analysis of how
the interrogativity developed in the language. In the last paragraph, we
will remark on the syntactic positions of the two particles so as to account
for the third type of particle construction, namely the co-occurrence of mo-
ka.

Before we engage with any particlein detail, letus make a brief and general
remark on the taxonomy of particles in Japanese. Particles are tradition-
ally divided into six types, excluding inflectional endings (Frellesvig, 2010:

125):

(413) a. case particles—kaku-joshi (¥&B/fizH])

b. topic and focus particles—kakari-joshi (1% B/1zd)

c. restrictive particles—fuku-joshi (&!|B/i7))

d. conjunctional particles—setsuzoku-joshi (F#iEhz)
e. final particles—shii-joshi (XB}3d))

f. interjectional particles—kanto-joshi (fj#%Ehzd])

Our quest for the diachronic origins of the y (mo) and « (ka) superparti-
cles will revolve mostly around the ‘topic and focus’ (g13d) and final (136)
classes of particles, although we will make reference to conjunctional and
restrictive particles as we proceed to propose a syntax/semantics for the two

superparticles.

scALAR Mo We look into two types of py-hosts: wh-terms and propositions
with degree probabilities. Let us turn to the first of these. Compare first
the facts from modern Japanese in (410d), repeated below as (j14)

(414) B b
dare mo
who y

‘everyone’

In the earliest O] corpus (Man'yoshit MYS, 8th c.), the [wh+y] quantificational
expressions were confined to inherently scalar (¢) complements, i.e. either
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numeral nominals or inherently scalar wh-terms (e.g. how-many/when),
as Whitman (2o10) first noticed. The combination of a numeral (n € N)and

U, [ n uo], yielded ‘evenn’.

We now consider the scalar wh-hosts. The only two kinds of wh-terms which
can serve as y-hosts we find in OJ are temporal- and quantity-wh-terms, as
we shall see, that is, those wh-abstracts with only a ¢-domain of alterna-
tives, as shown in Tab. E.3, where the Man’yoshu (Erellesvig et all, 2014)
corpus has been used. The scale of alternatives, activated by y, are trun-
cated in the fashion of Chierchia (2013b: 159), since the relevant scale is
(all, much, ..., few). One of the ideas central to the proposal is that the orig-
inal p° associated with scalar hosts, i.e. those elements endowed with [io]
feature, and that activated scalar alternatives were originally existential.
In Early Middle Japanese (EM]), we witness the rise of polarity-sensitivity,
which we show below.

# of attestations

SCALAR [Wh+ ] total 24
itumo ‘when p’ 12
iku mo ‘how much/many p’ 11

NON-SCALAR [Wh+ ] total 0
ado/na/nado mo ‘what/why p’ 0
ika mo ‘how y’ 0
tamo ‘who y’ 0

TABLE 5.2.: Distribution of scalar p-hostsin OJ

(415) fEARHT [iRHE BHARE B RfErRLE
sa-ne-si [ywo-no ikuda mo] ara-neba

PRE-sleep-PAsT [night-suB how many y| exist-NEG-COND
‘As there have been few nights in which we slept together . ..’
(MYS 5.804a, 11. 46-47)
(416) AHE M [ H £ AT
apimi-te-pa  [iku ka mo pe-nu-wo
meet-coNJ-ToP [how many day y] pass-NEG-cONJ

‘Though few days have passed since we met, ...’ (MYS 4.751, 11.
1-2)
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Let’s start with the first example in (g15), where we focus on the y-contain-
ing constituent to see its contribution to overall meaning of the proposi-
tion. We assume, syntactically, that [ywo-no ikuda mo,| is a yP. Following
Scontrag (2013: 548), we take cardinal numerals to be restrictive modifiers
in that they compose with predicates and restrict their denotation to those
elements with the appropriate cardinality as indicated in (g17d).[] Con-
versely, the appropriate wh-term, corresponding to a cardinal numeral,
should be a type-equivalent variant with an open cardinality slot (n), as

per (g17b).

(4.17) d. [[ODQ]]“e,t),(e,t)) = }\PAX[P(X) A |X| = 1]
b. [howmany], . . . o = APMxAn[P(x) A [x] = n]

The LF of a wh-abstract like how many, then, is inherently scalar insofar as
the extension in the answerhood of, say, question containing such a wh-
term (Q: ‘how many x ¢?) is a discretely infinite domain of natural num-
bers, n € N, from which an answer takes its value (A;: ‘three’). Hence,
the only kind of alternatives such a wh-term has is scalar, which leads us
to stipulate, in Chierchia’s (2013b) system of grammaticised implicatures
we have been assuming, that there is a single available possibility for the
feature specification of how many, in English, or ikuda, in OJ for that matter,
namely [+0]. An answer to a how many/much question can also be propor-
tional (A,: ‘most/many/...’), which we take to be getting its values from
a cardinal relationship among subsets of N, i.e. D NxN;-

Let us then assume two, ontologically interdependent, subkinds of scalar
sets, also known as Horn Scales, where the scalar strength (informative
prominence) is arranged by height, where higherocstronger.

(418) Scales for ‘how many’ with (a) discrete and (b) proportional granu-

larity:
00 all
: most
a. | 3 b. | much/many
2 few
1 some

For further discussion, see Scontras (2o13), Link (1987), Verkyul (1993), Carpenter (1995),
Landman (2003), inter alia.
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In (415), the wh-complex ywono ikuda ‘nights-how-many’ has the denotation
paraphrasable as ‘n(-many) nights’, which serves as a host to y. We main-
tain an anti-exhaustive semantics for y, whereby the compositional pres-
ence of y° activates the alternatives of its (wh-)host. Technically, this is im-
plemented Agree-wise, resulting in positive specification [ +¢] of the scalar
feature on the wh-term ikuda. Furthermore, y asserts that all the alterna-
tives be true. As per the Horn Scale in (%180), the strongest scalar alterna-
tivemember all obtains. The strongest scalar alternative thusentailsall the
weaker members since ‘Mary saw John on all nights’ entails that ‘Mary saw
John on some nights’, or using actual numbers, if ‘Mary saw John on three
occasions’, then it is logically true that ‘Mary saw John on two occasions’.
Therefore the entire yP ywodo ikuda mo is predicted to mean something along
the lines ‘Vn-many-nights ¢’, where ¢ is a shorthand notation for the rest
of the sentence; or in more natural terms, ‘for all, or very many, counts
(or amounts) of nights (i.e. all nights), ¢’. The presence of negation, seen
as the sentence-final existential inflection (ara)-neba [(F1%#) #5%2]A obtains
a SIvia negation of the strongest scalar alternative member. This delivers
a denotation ‘not for all counts of nights ¢’, which infers ‘for some counts
of nights ¢’, naturally translating into ‘few (counts of) nights’, being on a
par with ‘not (very) many nights’. Such SI also obtains in English, where

(#19b-1) and (g19b-ii) go hand in hand.

(419) a. Mary saw John on many occasions.
b. i. Mary did not see John on all/many occasions.
ii. Mary saw John on some/few occasions.

This brings us to another matter: we have assumed that the role pis twofold:
to activate the alternatives of its host and asserts that they all be true. For
(g15) and (g16), we have assumed that in absence of negation, the yP would
be universal (‘for all night’). If we were on the right track, then the nega-
tion of a universal term would yield an existential term as a SI:

(420) -V F 3

In (g15) and (g16), however, the resulting quantificational interpretation is
not ‘some’ but ‘few’, which obtains under negation of ‘many’:

(421) —many F few

We are ignoring the conditional semantic import of the negative-conditional inflection
neba (#%%) and limit our analysis to the negative component alone.
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Now assume all scales are binary and assume there are two kinds of Horn
Scales:
(422) a. = = (all, some)

b. =7 = (many, few)

Now we also recognise a scale, where the existential term is the strongest
and its scalar alternative is the anti-existential term (@).

(423) =3 = (some, no(ne))

The strongest member of the scale is contextually determined and as long
as the binarity condition on =’s is upheld, the resulting SI is predictable
straightforwardly. We integrate the three Horn Scales (=7, ;) below (pace
Matsumotd 1995):

=7 =g
(424) (all, many, few,Some, no )

\ J

total =° scale

This notion of variability in size (truncatability) of the scale is analogous
to a solution of Abrusan (2014: 127), who adopts scalar truncation to de-
rive the correct interpretation for degree interrogatives. In/Abrusan (2014),
a truncated scale is taken to be a “scale from which an initial segment
of the lexically determined scale [...] has been removed.” She follows
and minimally revises the proposal by Rett (2007), who proposes an oper-
ator EvaL, whose meaning is essentially a function from sets of degrees to
sets of degrees. Once applied to a degree d, EvaL returns D', where D' ¢ d
and which consists of all and only those members of d, which are higher
than a certain contextually determined degree. As/Abrusan (2014) notes,
the EvAL operator is essentially a truncation operator. Abrusan (2o14) up-
grades the proposal by assuming that the truncation operator, essentially
Rett’s (2007) EVAL at its core, is presuppositional. This truncation operator,
T(M[$(d)]), which we adopt from Abrusan (2014), is defined so that the re-
sulting denotation after applying ¥ to a degree, which is below the thresh-
old s, is undefined, making ¥ a partialisation of ¢, which is not a proposi-
tional formula in Abrusan’s (2014) terms. ¥ therefore turns a function that
is defined for a given scale into a function that is defined only for a proper
subpart of the same scale (the segment above s), and is otherwise identi-
cal. (Abrusan, 2014: 127) In formal terms, we define ¥ below as a two-place
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operator that combines with a scale (Z°) supplied by the proposition (¢)and
a scalar threshold (s), which demarcates the truncation.

(425) Z(runcation) operator (Abrusan, 2014: 128, ex. 83):
[Z] = AP(s, (0 cpyAx(gy & X > s[)\y@)[P(x)(y)]}

The purpose of having ¥ is to get us from a total Horn Scale (324) to its sub-
sets =7 (g22d), =; (@22D) and =5 (523).

The scalar semantic form of a wh-abstract like how many provides a scale of
n-many nights, i.e. scalar variables provided by the denotation of the com-
plement. If we maintain our semantics for y, we assume that the composi-
tional presence of y activates and asserts the truth of all scalar alternatives
to ‘n-many-nights’.

In (g237), we give a partial composition of (415), repeated below as (428).

(426) AREARHT [HRHE FARE B RFErRLE
sa-ne-si [ywo-no ikuda mo] ara-neba

PRE-sleep-PAsT [night-sus how many y| exist-NEG-COND

‘As there have been few nights in which we slept together . ..’
(MYS 5.804a, 11. 46-47)

(427) The composition of non-negative yP in (§286):
ARBEMF ARERE ]] )
U

ywono ikuda mo
= Vn[|N1GHT(x)| = n]

T

[[ﬁ’}(ﬁﬁﬁ}ﬁ\ FE]] [[ ﬂ
ywono ikuda |[PP mo ||**
= M[|N1cHT(x)| = n] _ ﬂ{)\x[x]}gl
fiKHE FARE
ywono ||PP ikuda |["*
= Ax[N1GHT(x)] = APAxAn[ |P(x)] = n]

The presence of negation negates the universal-scalar term with the deno-
tation ‘for all n, n-many nights ¢’ (where ¢ denotes the rest of the sentence
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so as to allow for proposition-level alternatives), yielding a denotation ‘not
for all n, n-many nights ¢’, which carries a scalar implicature and delivers
the correct interpretation ‘few nights’, i.e. not very many. The same in-
ferential process applies to (§14).

Scalar [wh+y] constructions are analysed as universals since they give rise
to a scalar implicature under negation (in (g16), ‘not all nights’ ~~ ‘few
days’, delivering as the denotation the weakest member of the scale (all,
many, few).

(428) [[not [all nights]]] = { z some rﬁghts (scalar reading)

no nights (polar reading)
In (g3d), we give the full composition of (428). We assume that the noun
ywono ‘nights’ simply denotes a predicate, which is the argument of the
cardinal wh-word ikuda ‘how many’, itself assumed to be a function from
(sets of) properties to cardinalities (of those sets). The resulting phrase,
containing ywonoikuda ‘how many nights’, is assumed to deliver a property-
or set-denoting A-abstract (Croenendijk and Stokhof], 1983) over the cardi-
nality of set, whose extension is a scalar domain of natural numbers or

quantity expressions, i.e. [ywono ikuda ‘how many nights’]]"m = N. The wh-
phrase now combines with the y particle, whose semantic role it is to ac-
tivate scalar alternatives and induce exhaustification. The resulting set,
ywono ikuda mo “how many nights y’ denotes an entire set of scalar alterna-
tives (#20d). Given the universal force behind OJ mo, we take the alterna-
tive set to be part of the assertion (cf. Kratzer and Shimoyama poo2), which
amounts to yP denoting (#290).

(429) a. [ywonoikudamo ‘how many nights y,]]aal _
{3x € Dp[NIGHT(X) A |NIGHT(xX)| = n] : n € N}

b. [ywonoikuda mo ‘how many nights y’]]”m =
Vn € N dx € Dp[NIGHT(X) A |NIGHT(X)| = n]

The remaining part of the sentence in (426) which is relevant for our com-
putation is the negative (verbal) morpheme ne. The contribution of nega-
tion is assumed to negate the denotation of the yP, i.e., the universal ex-
pression, paraphrasable as ‘forall n, n-many nights’. The resulting denota-
tion carries a scalar implicature, namely ‘not for all n, n-many nights .. .,
which delivers the weakest member of the Horn scale, i.e., ‘some nights’
or ‘few nights.’ This procedure is given in (g30).
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(430) The composition and SI computation of in (28):

HRBED A FERHR R £ 42
ywono ikuda mo araneba |[*
= = Vn[|NicHT(x)| = n]

[[ﬁxﬁaﬂizizﬂ [[ ¥ ﬂ
HP .o .o NEGD

ywono ikuda mo
= Vn[|NIGHT(x)| = n]

T

%’Xﬁ%ﬁo‘NEﬂ [ ﬂ
ywono ikuda |[PP mo ||t*
= An3x[NIGHT(x) A |NIGHT(x)| = n] = H{Ax[x]}gl
[ fiXHE ]] [[ﬁ}ﬁ\ ﬁﬁﬂ
ywono ||PP ikuda |["*
= Ix[NIGHT(X)] = APAn[P(x) A |P(x)| = n]

Note the analogy of the OJ type with English SIs as in ‘not all night’ ~~»
‘some nights’ but, crucially, ‘no nights’ does not obtain. The universal
quantification is additionally borne out in positive contexts (431) when,
in absence of negation, a universal temporal term (‘always’) obtains, i.e.
the strongest member of the scale (always, sometimes, rarely) with an existen-
tial scale (cf. English ‘not always’ ~»» ‘never’ but ~~» ‘sometimes/rarely’).
Note that the polarity system associated with [wh,+y] expressions is absent
in the earliest stage of recorded Japonic, as are other wh-universal terms we
find in Md]J.

When not embedded under negation, the scalar y+wh, terms are universal,
as shown in (&31).

(431) LIEBRE 442 FARENN Wtk 4
itu-mo itu-mo omo-ga kwopi  susu
when-y when-y mother-cen yearning by

‘I always, always think of my mother [i.e. at all times]’
(MYS, 20.4386; trans. by Vovin 2o13: 146)
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As John Whitman (p.c.) informs me, the repetition of phrases may bring
about pluralisation or quantification, hence we must investigate the dis-
tribution of universal quantificational labour between the y particle and
the repetition/doubling of the yP. Vovin (2005: 107) shows that reduplica-
tion is not a productive means of expressing universal quantification since
not all nouns can have a reduplicated form. In fact, the list of reduplicative
nouns is rather short and includes the following:i

(432) Reduplicative nouns in OJ (Vovin, 2005: 107):

a. ka-nka ‘(all) days’ (<ka ‘day’) [KK 26]
b. pito-npito ‘(all) people’ (<pito ‘person’) [KK 26]
c. koto-Nkoto ‘(all) things / all things’ (<koto ‘thing’)  [MYS 5.797]
d. kuni-~Nkuni ‘(all) provinces’ (<kuni “province’) [SM1]
e. ipye-ipye ‘(all) houses’ (<ipye ‘house’) [SM 16|
f. kantwo-kantwo ‘(all) gates’ (<kantwo ‘gate’) [SM 16]

Below in Tab. F.3 we list the number of wh-p occurences with respect to
whether yP double or not.

+doubled -doubled %

itu(...) mo ‘when y’ 5 7 12
iku(...) mo ‘how much/many y’ 0 11 11
z 5 18 23

TABLE 5.3.: Distribution of +doubled scalar yPsin O] (MYS)

As shownin (#33), the universal reading of itu-mo ‘when-y’ obtains without
reduplication, which confirms our analysis.

(433) EoJy B # O®E ZIE Ty M B o4
kapano pe mno itu mo,no pana no itu mo,itu
river GEN above GENwhen ¢ cor flower corwhen y  when
R
mo,

u

I list references to examples in [brackets| in (i33) so as to avoid empirical overload on the
reader.
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‘Come to me always,, like the flower of the always,-plant’
(MYS 4.491; transl. by Cranston 1993: 181)

The selection of p-hosts is, as we have seen, restricted to those elements
carrying [io] features. Beyond the wh-o expressions, mo in OJ combines
with numerals, as Whitman (2010) first observed, and other temporal ex-
pressionslikeima (#75) ‘now’, which we assume has an inherent ¢-feautre,
being a temporal term, which in combination with mo obtain an anti-exhaustive
even-reading as (434)) shows.

(434) BEB T \\... FEEMN T

ima pa yo ima dani mo
NOW TOP INTRJ NOW RESTR [
‘Ho! Now is the time! . . .Even now!

(NKS 10, 1I. 1&4; transl. by Aston 1972)

The same combination of a temporal-scalar host and mo is found in MYS:

(435) & W foan SRS
wa-ga sekwo oku-mo ika-ni  ara-me

I-cen husband.~owm future-y how-paT become-surp

‘What will become of my husband [even/rFoc] in the future?’
(MYS 4.6509, ll. 4-5; Aldridge 20og: 555)

(436) ZFREEA R B EHE
simasi-ku mo pito-ri  ar-i-uru mono n-i
be for a while-INF one-cL  exist-INF-get.ATTR person DV-INF
ZAL th
are ya

eX1St-EVID Q.PRT

Am [I a] person who could be alone even for a little while?’
(MYS 15.3601; transl. by Vovin 2009: 58)

(437) & KTy THE & AT
wa-ga koromode-no puru  toki mo naki
I-cen Sleeve-GEN  dry.ADNtimep  not exist.ADN

‘my sleeves never dry!” (MYS 10.1994, ll. 4-5; from Wrona 2007: 6)

243



14

CHAPTER 5 * Semantic change

We also find at least two examples in the MYS, where the scalar even-type
additive y combines with non-scalar nominal arguments to yield, as Vovin
(2o11) and Whitman (2010: 154) assume, a conjunction structure, as shown
in (g38) and (#39). We are therefore led to assume that the y marker in these
two cases obviates its restriction to scalar complements and yields the con-
junctive inference via additive (anti-exhaustive) inference.

(438) X £ \%  F SERA
titi papa mo upe Ppa na-sagari
father mother y above Tor PROH-go down

‘Father and mother, do not leave [me]!’
(MYS 5.904, ll. 21-22; trans. by Vovin 2011)

(439) I #ARR LAAB R EHE

papa motuma-ra mo asa-tuyu-ni mo-no
mother g spouse-pL g morning-dew-Loc skirt-Gen
ZL He#Bkn

SUSWo pid-ut-i

hem drench.inr-hit-INF

‘both [my] mother and wives drenched hems of [their| skirts in morn
ing dew’ (MYS 15.3691; Vovin 2005: 94)

The loss of scalarity in additives is, as we will see in the next section, a sig-
nature of Classical Japanese (CJ, 10th c.), where the “progressive’ construc-
tion of the kind in (#38) takes off and conjunction is born in the language.

KAKARI MUSUBI AND FOCUS/QUESTION We now turn to the k meanings. The
most exoticand interesting gramamtical structures in OJ is the kakari-musubi
(‘hanging-tying’) which, asFrellesvig (2010: 247) describes it, is a Japanese
grammatical term for a specific focus construction, in which some con-
stituent is marked by one of the ‘kakari particles’ and the core predicate it
relates to is in a specific form, rather than in the conclusive form generally
used to conclude sentences. Given below is a simple, yet representative,
example of KM, taken from Watanabe (2002: 181), where we underline the
two crucial components: the occurrence of the ka (k) particle and the ad-
nominal inflection on the verb.[

We limit our analysis to ka-type kakari-musubi only. For empirical descriptions of the
phenomenon and recent syntactic analyses, see Whitman (1997); Serafim and Shinzato
(2ood); Wrona (2007), and the work cited therein.

244



15

5.3 * Diachronic typology: the Japanese superparticle system

(440) WRHE pe o] HLE
atami-taru twora ka poyuru
iritated.sTAT tiger k roar.ADN

‘Is it [an irritated tiger]" that is roaring?’ (MYS 2.199)

Frellesvig (2010: 249) elegantly equates kakari-musubi and the theme-rheme con-
struction, which we show in Tab. F.4, where topic and focus are seen as
forming subtypes of kakari-musubi (theme-rheme).

Kakari (theme) ~ Musubi (rheme)

kP
XPi/>
K I
ti...Vaon - - -
FOCUS PRESUPPOSITION

L particle: ka L form: adnominal

TABLE 5.4.: Kakari-musubi as a theme-rheme super-construction

While prevalent in both OJ and CJ, the kakari-musubi construction disappears
from the language by the Edo period, i.e. by the beginning of the 17th
century (Serafim and Shinzatg pood: 82; Okimori 1989: 95-98).

CJ] prose, as Vovin (2003: 431) observes, boasted two interrogative particles:
ya and (what will interest us) ka. [keda (1975) notes that the ka particle ex-
presses a question aimed at the speaker himself, while the particle ya ex-
presses a question directed at the addressee. Vovin (2003) shows that recent
investigations of CJ grammar invalidate the rigidity of [keda’s (1975) claim.
While ka may express self-addressing, in fact, rhetorical, questions, italso
expresses questions aimed at the addressee. Same goes for ya. On a more
morphosyntactic level, ya occurs exclusively in polar questions, while ka
tends to be used (not exclusively, however) in wh-interrogatives, so that it
linearly follows the wh-term.[3

This usage of ka in combination with wh-phrases, has been observed by Iokieda (1954) and
has subsequently received further formal diachronic treatments by Watanabe (2oo32) and,
especially, Aldridge (2009).
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(441) Traditional view on the time course of the change (Watanabe, 2003:
182):

gradual loss of kakari-musubi

r—— 00— — 00— — 00— 00— 0 — 0

8th c

9th c.
10th c.
1ith c.
12th c.
13th c.
l4th c
15th ¢
16th c.
17th c

The particle ka, all up until the 17th century, is an exclusive feature of the
kakari musubi construction, which has an inherently focal semantics. We
plotin (#41) the time of loss of the kakari musubi construction, borrowed from
Watanabe’s (2002) work. The synchronic affinity between focus and inter-
rogativity has been recognised since, at least, Erteschik-Shir (1986), who
argued for the idea that the wh-phrase in a wh-question functions as the
focus of the question. This idea, in light of kakari musubi, lends itself to a
diachronic analysis of Old and Classical Japanese ka, which underwent a
change from being a focus operator, combining with wh-terms, to a ques-
tion operator. In formal terms:

(442) OJ/CJ: ka [iFoc] > Post-CJ/Md]J: ka [iQ]

A possibly simple way of showing that OJ ka was not originally a question
particle is listing an example of an OJ question without ka:

(443) FBHFE  JHGHOIHEE HEE
ima-fa ikani se-mo
now-top how do-suPP.ADN
‘What should we do now?’
(MYS 14.3418, 1. 5; from Aldridge 20og: 550)

The focus particle ka, Watanabe (2002: 183) notes, had no restriction to host
wh-terms in the OJ period (8th c.) since ka can host a non-wh-phrase. It
was Nomurd (1993D5,8) who first examined the ordering restriction on the
placement of ka within a clause in OJ (MYS), showing some clear results
on the fixed position of ka, relative to other grammatical markers for top-
ichood and subjecthood. The core conclusion being that ka and its host
are restricted to a position following the topic marker fa but preceding the
subject. We list in Tab. F.§ Nomurd’s results as refined by Wrona (2007:
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3), who shows several problems with the statistical analysis that Nomura
(1993b,a) made and Watanabe (20032) adopted.

N
GENITIVE SUBJECT XP-ka ) supj-no/ga 15
suBj-no/ga ) XP-ka 1
TOPICALISED SUBJECT XP-ka ) susj-fa 1
supj-fa ) XP-ka 18

TABLE 5.5.: Therelative order of ka-phrasesin MYS (p < 0.005)asperNomura (1993b,4)
and Wrona (2007)

The data in Tab. E.§, stemming from Nomura (1993b,a), motivate a gen-
eralisation according to which ka-marked constituents generally follow fa-
marked topics and precede genitive subjects.

(444) NOMURA’S GENERALISATION (Aldridge, 2009: 557):
XPg ... YPy ... DPy ... Vipy

Watanabe (2002) thus proposed, and reiterated in Watanabe (2005), an anal-
ysis of high wh-movement to [Spec, FocP], where Foc’ may well stand for
our k head, where he located the k head in the left-peripheral position of
the clause. Civen the evidence in Tab. .5, the partial syntax of O] CP is
the onein (g51). In line with Whitman (2001), and indeed Kayne (1994: 143,
fn. 3), we take the OJ genitive no/ga markers to be exponents of T’ and the
topic marker fa to be the realisation of Tor’.

(445) Clausal left periphery in OJ:
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TopP
Top’ kP/FocP
|
fa
«° /Foc’ TP
\
ka
T° \
no/ga

Aldridge (2009) proposes, instead, to treat the wh-movement as targeting a
low focus position (g46H), instead of a high focus position above TP (g46a),
which originally Watanabe (2002) proposed. The Foc head in (246d) and

(&46h) corresponds to our k°.

(446) a. HIGH FOCUS MOVEMENT

0 0
[, XP Tor” [1pYPu Foc® [rpDPey ...1]]

b. Low FOCUS MOVEMENT

X Tor’ | DPuow [roep YPur  FoC° [VPDPGEN...]]H
TorP

Aldridge (2009: 551) shows that genitive subjects, unlike nominative sub-
jects residing in [Spec, TP], are rather better analysed as residing in their
base-generated position in [Spec, vP], which additionally allows for a TP-
internal landing site for wh-movement. Aldridge (2009: sec. 3) addition-
ally shows that other than the topic-marked (fa) syntactic material may
precede the wh-elements, which a high-movement analysis (Watanabe,
2002, 2005) does not predict and which, in fact, severley compromises the
analysis according to which wh-movement is to a high left-peripheral po-
sition. Consider (z47) taken from Aldridge (2009: 555).

(447) REFZA [#& ZE0RREH] M 0 S
pototogisu [tukwi tatu made-ni] nanika ki-naka-nu
cuckoo.Nom [moon rise before-pat] why k come-sing-NEG

‘Why does the cuckoo not come to sing [before the moon rises|?’
(MYS 17.3983, 1. 3-5; from Aldridge 200g: 555)

248



5.3 * Diachronic typology: the Japanese superparticle system

Even scrambled objects, assumed to target the edge of TP (McCinnis, 1999}

Miyagawad, 2001, 2003, 2005) appear in a position preceding the k-wh-phrase,
as Aldridge further demonstrates. In (448), the wh-phrase is shown to fol-

low both the scrambled object, residing in [Spec,TP], and an adverb, also

located in a position higher than the high wh-movement analysis would

predict.

(448) ABER WRE B Y BF = AAXNLE G

[tune sira-nu  mitino nagate] wo kurekure-toika-ni
[normally know-NEG road GeN journey] acc in dark how-pat
o] EimA

ka yuka-mu

K gO-SUPP

‘How should I proceed in the dark on a journey on a road I normally
do not know?’ (MYS 5.888a, 1l. 1-4; from Aldridge 200g: 555)

Regarding the question thatintrigues us most here, namely the synchronic
and diachronic status of morphosyntactically encoded interrogativity, Aldridge
(2009: 561) recognises that the « particle had no interrogative force what-
soever, since (semantically) its function seems to have operated a focus-
sensitivity role alone and (syntactically)its position, as/Aldridge (2009) con-
vincingly shows, is far lower for it to attain interrogative scope. Instead,

she proposes that the mechanism of interrogative scope-taking is unselec-

tive binding for, at least, two reasons: (a) wh-items can appear inside is-
lands, as Whitman (2oo1) first observed; and (b) wh-words function as in-
definite variables as we have already seen in the SI construction in §5.3.1.

What we do know, however, is that k developed its interrogative seman-
tics and high syntactic position in the later periods, after the 14th century.
Takamiya (2oog) first observed the constant diachronicrise of the indirectly
interrogative function of the ka particle as reported, which we list in Tab.

5.d and plot in Fig. F.3.[1

The change is therefore twofold: syntactically, the k particle diachronically
moved to C’-level position so as to attain sentential scope; semantically,
the focus-sensitive meaning changed into interrogative meaning. Let us
now take each of the two steps of change in turn.

Syntactically, the k particle changed its position via an upward reanalysis
from a TP-internal focus position, located below TP and above vP, as identi-

16 See also Kinuhata and Iwata (2009) for a diachronic analysis.
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century

14th 15th 17th 18th 18-19th 19th 20th

# tokens 1 9 31 23 34 40 121

TABLE 5.6.: Diachrony of questions with ka (7*) in Japanese (Takamiya, 2005)

40 |- |

30

20

#tokens

10

| |
14 15 16 17 18 19
century

—e—Indirect questions

FIGURE 5.2.: Diachrony of k-marked questions in Japanese

fied by Aldridge (2009), to a functional clausal position, which we identify
as Force’ in line with Rizzi’s (1997) model.

PARTICLE COMPOSITES: KA+MoO  Also note that both mo (y) and ka (k) may co-
occur simultaneously, which obtains a kakari-musubi-like construction fea-
turing both an interrogative and a focus meaning. Since k did not encode
interrogativity, we assume this is done by a silent Q-operator. The follow-
ing two examples show the co-occurrence of mo (y) and ka (k) particles.
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(449)

(450)

GEYLE {HF NZ i
Nani-wo-ka-mo mikari=no fito-no ori-te
what-acc-k + ¢ hunt-cen person-gen pick-conj
13- HeREE

kazasa-mu

wear.on.hair-Mmop.ADNOM

‘What should the hunters pick and wear on their hair?’
(MSY 10.1974, 1l. 3-5; Aldridge 2009: 550)
Gl ZRN HEE FAW TR B 2R
ika-ni  ara-mu pi-no  toki-ni ka-mo kowe sira-mu
how-pat be.mod day-Gen time-paTk + y voice know-Mod
FESFHE Y S i FRARATK
pito-no piza-no pe wa-ga makuraka-mu
person.GEN knee.GEN on 1s-nom rest.head-suprp
‘On the day which will be like what will I rest my head on the knee
of someone who understands me?” (MYS 5.810; Aldridge 2009: 560)

We therefore slightly rearticulate Nomura’s generalisation so as to include
the particle mo as being in a fixed position

(451)

Clausal left periphery in OJ (articulated):

TopP

Top® KP/Foc,P
\
fa
0 0
K /Foc; UP/Foc,P
\
ka
1°/Focd TP
|
mo
TO ) N
no/ga

In Tab. F.7, we list occurrences and types of particle composites in OJ as
found in MYS. The fact that mo and ka occur in rather fixed positions is

251



CHAPTER 5 * Semantic change

in line with our conjecture of rearticulating Nomura’s generalisation as

stated in (g44).

PARTICLE SEQUENCE # of tokens

ka mo ka mo 2
mo ka mo ka

mo ka mo 9
mo ka 60
mo ga 1
gamo

ka mo 154
gamo ga 0
ga mo ga mo 0
mo ga mo ga 0

TABLE 5.7.: Particle composites in O] (MYS)

Given Aldridge’s (2009) evidence of the low position of kP, we simply relo-
cate the kP-yP phrase couple to a lower position, along the lines of Aldridge’s
(2009) original proposal.

(452) LOW FOCUS MOVEMENT (REARTICULATED)

[ Tor’ [TP DPyou [roqp Focy=ka [roczp Focy=mo  [,p DPeey]] ] ] ]
TorP

In CJ, the ka-mo particle (composite) was lost (Erellesvig, 201d: 241), which
isinline with outanalysis, stated in (§53), that kunderwent eventual struc-
tural reanalysis from TP- to CP-internal position.
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(453) a. OJ/CJ: >> b. post-CJ/MdJ

ForceP kP

/\

Force’ TopP Kg,_.,m TopP

Semantically, the change is from a focus-sensitive to an interrogative op-
erator. Conceptually, both focus and interrogative share an alternative-
semantic core in that they both raise alternatives. Technically, the fo-
cus hosts of OJ/CJ k are generally DPs—predominantly, wh-words, as we
have been exploring. The interrogative k in the post-classical period is con-
fined to propositional hosts. While focus-alternatives are type-ambivalent
and contextually determined, i.e., different things can be focalised, polar
question alternatives are type-fixed, i.e. confined to propositional types
(s,t) and inherently binary. Thus, the alternative set of a polar question
(?p*) contains only two values: the proposition expressed by the question
and its negative counterpart.

Thereisalsoaninteresting residue of particle composites in Modern Japanese.
In the following paragraphs, we turn to one such ‘composite’ construction,
arguing for a coordinate reanalysis.

EXCURSUS: PARTICLE COMPOSITES IN MODERN JAPANESE The expression nan-
imokamo (fif & 2> ), ‘everything and anything’, has, to the best of my knowl-
edge, never been treated individually. In passing, Japanese linguists (Suzuki,

253



CHAPTER 5 * Semantic change

1996; Deguchi and Kitagawal, 2oo3) gloss is as a single lexical item corre-
sponding to a universal ‘everything’.

Resuming our investigation in a strongly decompositional spirit, I propose
to decompose the expression as involving a wh-component (nani, ‘what’)
and three particles: mo, ka, and mo:

KP

58) | [, Lo Lowrani 1L mo ) Lo ka] | Lo mo] |

ub

The morphemic decomposition in (g54), however, does not represent the
full constituency. If it did, we would have to assume a syntax and, conse-
quently, a compositional semantics of the kind in (g53)

uP
P/\O
K U
(459 ¢ o | - fx(uman)
455 # = Ul K nani
wh-DP W ka
AN |
il nani mo 1l

Even if we assume a very minimal semantic import of y and « particles,
such as alternative activation and closure under conjunction and/or dis-
junction respectively, a structure like the one in (g57) is nonsensical.

(456) a. [nani] = AX[P(x)] [‘what’]
b. p([nani]) = N{M[P(x)]} [‘everything’]
k([nani]) = U {M[P(x)]} [‘something’]

d: H(K(y([[nani]]))) = ﬂ{ U { N {Ax[P(x)]}}}

[‘everything, which is something, which is everything’?]

On intuitive grounds, it seems rather unreasonable for a natural language
to go through such [ J /[)-alternating and fractal gymnastics to express
a universal quantificational or domain-widening notion like ‘everything
and anything’.
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Instead of a direct mapping from overt markers to morphosyntactic con-
stituency and compositional interpretation, I propose we add a silent J(unc-
tional) component to (g54). We will additionally assume argument ellipsis
in one of the coordinands.

If [[ nani-mo ] ka ] were a coordinand, the coordinate JP structure would not
coordinate constituents of the same category, unless the internal coordi-
nand, of which only (the rightmost) mo is assumed to be overt, is in fact
headed by a silend ka. Since asymmetric coordination obtains only when
coordinands are of propositional type, this kind of coordination is by no
means clausal (i.e., propositional), not able to ‘widen’ to a clause type.
Even if that were the case, the resulting JP would disjunctive in meaning,
which is counterintuitive since the translation of the expression we are re-
lying on is conjunctive. If anything, the external conjunct should contain
a silent additive (conjunctive) mo marker to be categorially on a par with
the internal coordinand headed by an overt mo. Then again, there already
is a mo in the external coordinand.

With regard to (g57), one pP is sufficient since as Mitrovi¢ and Sauerland
(2014) have shown, coordination of two yPs simultaneously brings about
quantification and conjunction (same would apply for kPs).

(457) Jp
up
T~
. 0
nanimo ] upP
/\
KP yo
|
K mo
|
ka

CLASSICAL JAPANESE

In this section, we move on from Old to Classical Japanese (CJ), with the
ultimate aim of modelling the semantic change in the particle system, fo-
cussing predominantly on the p-system. We have established that O] y
particle mo was confined to scalar hosts: numeral or scalar wh-hosts (i.e.,
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‘when’ and ‘how much/many’), or degree-denoting (inherently scalar) propo-
sitions, obtaining an even-reading that y derives. In this section, we show
that the scalar confines disappear in CJ. In the following paragraphs, we
examine the role of CJ mo in non/scalar additives, wh-y quantificational
terms and the rise of the polarity sensitivity. Finally, we will remark on
the rise of the coordinate semantics behind mo, which we will formalise as

a postsuppositional junction of two y-headed additive constructions.

ADDITIVITY, LOSS OF SCALARITY AND THE RISE OF CONJUNCTION Just as in O,
the y marker mo in CJ features in scalar additive constructions, akin to En-
glish even. Take the following examples:

(458) &= o HE I b W\

hiru no akasa ni mo sugi-te

noon GeN brightness Loc even surpassing

‘Surpassing even the brightness of noon’ (TM, NKBT 9:63)
(459) HL I b X LEOTA

go-si n-i moya s-i-tamaf-ik-en

HON-death DV-NML i PRT dO-INF-HON-RETR-TENT/ATTR
‘Maybe [he| did even [meet] [his] death?” (TM 41.8; Vovin 2003: 39)

We have been adopting Chierchia’s (2013b) system of covert exhaustifica-
tion, assuming a silent syntactic presence of X, to derive the SIs and polar-
ity sensitivity. Thereis, however, another focus-sensitive operator, namely
even and its covert counterpart &, which acts as a scalar minimiser. Take
the following dialogue example in (6d) taken from Chierchia (2013b: 147,
ex. 7).

(460) A: Sohow did the party go? Did many people show up?
B: Yes. Imagine that [my ex]__came.

B’s response with focus stress can be understood as communicating a silent
alternative-sensitive operator. So far, we have mostly been making use of
X, which does not work for (#6d), sinceityields a contradiction since B’s re-
sponse contains two assertions: (i) that many people showed up (‘yes’) and
(ii) that, under X-analysis, that ‘only my ex showed up’—these two clearly
lead to a contradiction. Intuitively, the paraphrase of B’s response is that
‘even my ex showed up,” which is in line with the semantics of even that
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asserts the ‘least likelihood’ meaning. The full paraphrase under a covert
even-reading of B’s response is therefore that ‘my ex showed up and that my
ex was the least likely person to show up at the party.” This leads Chier
chial (2013b: ch. 3) to motivate a covert equivalent of even, namely &, which
he defines as stated in (g61), where ‘<, is a probability measurement so
that °p <, q’ states p as less likely than g with respect to some contextually
relevant probability measure m.

(461) even-exhaustification (Chierchid, 2013b: 148, ex. 8)
Ea(p) =p A VaqeAp)lp <q 4]

As he states, Chierchia (2o13b: 148, fn. 6) treats the scalar component of
¢ in (g61) as part of the assertion rather than part of the presupposition.
A technically fully-fledged out lexical entry for € is thus in (g63), which
demarcates the presuppositional and assertional components.

(462) even-exhaustification (Chierchia, po13b: 148, fn. 6, ex. a)
¢ =lp:VqeAp)lp < qllp]

Chierchia (2013b) thus posits two covert exhaustification operators: X and
€. Recall, however, that we are pursuing a semantics for additives, which
derives from double exhaustification, which we try to modify here to han-
dle the scalar expressions, relegated to ¢ in Chierchial (2013D). Returning
back to (g6d), which delivers a contradiction in B’s response under the as-
sumption that X isat work. Note, however, thatrecursive X-exhaustification
not only obviates the contradiction but gets pretty close to the desired ef-
fect.

(463) [%m[%m p]}=[3€§l p]=[ANTI—3€m p}¢l|p=[[(@b)]]

The second-order exhaustification via X yields anti-exhaustivityf] so that
the derived readingis ‘Not only my ex showed up’, or ‘My ex showed up and
not only my ex showed up.” The missing ingredient is obvious: the likeli-
hood inference, which comes with the presence of the probability measure
function (<,).

A desideratum we are after is to unify, in some form, the two focus-sensitive
exhaustification operators, the even-type (&) and the recursive (second or-

der) only-type (¥?). A core motivation for unification is diachronic, and

17 See Appendix B for proof.
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also synchronic, accountability. We thus translate the even-type (&) ex-
haustifier as an anti-additive only-type exhaustifier with a probability mea-
sure (X2). The two lexical entries for non/scalar additives, i.e. ‘also’ and
‘event’, in presuppositional (i) and non-presuppositional (ii) form are given

in (g64).

(464) a. 1. X =W:VqeAp)[lpt al - q]lp]
ii. X*=Mp[pAVYgeAPp)ptq]l—q]
b. i. ¢=Xr=Mp:VYqeAP)[[pral—aqnrlp<.alllp]
ii. ¢=x=M[pAVYqgeAp)praql—qAlp<qq]]

We encode the probability measure component as a conjunct (‘third’ con-
junct below) to the presupposition/assertion that all entailed alternatives
g to p hold. Itis clear that scalar additivity (‘even’) entails non-scalar addi-
tivity (‘also’):

(465) even John showed up ~ also John showed up (+m)

In more formal terms, we can define (the range of)) the two exhaustifiers,
¢ and ¥’, with a subset relation since the former always entails the latter.

(466) X°ce

The motivation for unifying - and ¢-based exhaustification is two-fold.
(i) Theoretically, it is more desirable from an optimisation perspective of
Language to an economical inventory of operations deriving interpreta-
tions. (ii) Empirically, evidence from, say, SerBo-Croatian suggest that
a single y particle may yield a scalar additive (‘even’ via ¢) and a non-scalar

additive (‘also’ via X)) interpretation. Rather than assuming two differ-
ent operators, the choice between which would solely dependent on con-
text, we assume a recursive X-based exhaustification, which can incorpo-
rate a context-supplied probability degree measure via an input context as-
signment and yield the ‘third’ conjunct.

A rather trivial generalisation, then, is that scalar-additivity is just addi-
tivity with a scalar component, i.e a language cannot express ‘even’ with-
out expressing ‘also’. A less trivial conjecture is that diachronically scalar
additives turn into non-scalar additives, not vice versa. This follows from
the subset-principle straightforwardly since the relation in (266) makes
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the non-scalar additivity a default. We will see such change taking place
in CJ.

Let us repeat in (67) one of the scalar-additive uses of mo in CJ.
(467) fHIL [t b LEOTA
go-si n-i mo ya s-i-tamaf-ik-en
HON-death DV-NML i PRT dO-INF-HON-RETR-TENT/ATTR
‘Maybe [he| did even [meet] [his| death?” (TM 41.8; Vovin2003: 39)

In the following examples, we list some scalar uses in negative contexts.

(468) IH 6 2 & BIFLYD AD AN ghte
keura nar-i to obos-iker-u fito-no kare-ni
beutiful be-riN pv think.HON-RETR-ATTR person-ceN she-Loc
BIFLHIFITNEE A e L HoT
obos-i-afas-ure-ba fito n-i  moar-azu

think.HON-INF-compare-EV-CON person DV-INF i be-NEG-FIN

‘When [the Emperor| compared her with ladies whom he used to

consider beautiful, they did not even seem human [to him|’
(TM 58.2-3; Vovin 2003: 122)

(469) B b J=/zET
are mo tatakaf-ade
they y fight-NEG
‘they did not even fight / they did not fight either’
(TM 63.7; Vovin 2003: 125)

(470) DM WE~N b k0T LT
wa-ga mi-ife-fe  mo yor-i-tamaf-azu s-ite
his own-GEN HON-house y  stop-by-INF-HON-NEG.INF do-suB
BIFLELZY

ofasimas-itar-i
come.HON-PERF-PROG.FIN

‘[he] came without even stopping at his own house’
(TM 36.15-16; Vovin 2003: 31)

(471) Ftipda  HE [SIR G tewsR T

shina-nu kusuri mo nani-ka wa se-mu
death-prT medicine even what-Q/roc TopP do-INT.AUX
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‘What would I do [even] with with medicine that prevents death?’
(T, NKBT 9:66)

De-scalarised or plain additivity of mo is found in as early as 10th century
Japanese as the following example shows.

(472) HD m S HT &Y Lok
okina-no inoti kefu asu to mo sir-an-u-wo

old man-cen life today tomorrow pv i know-NEG-ATTR-AcCC
< DIZE S BB b k< BLO
ka-ku notamaf-u  kin-datini moyo-ku omof-i
thus-INF say. HON-ATTR lord-PLUR-LOC i g00d-INF INF

SEHT ShHFE>0 & H b 20t
sadame-te tukaumatur-e to mawos-u mo kotofari nar-i
decide-suB serve.HUM-IMP DV Say.HUM-ATTR PRT essence be-FIN

‘I was telling her, too: Because I [=old man| d not whether [my] life
[ends] today or tomorrow, choose well [someone] among the lords
who are thus requesting [your hand|, and marry [him]|’

(TM 33.4-5; Vovin poo3: 69)

The following data from11th c. also suggests that mo had additionally shifted
its meaning from scalar-additive (‘even’) to plain additive (‘also’):

(473) & BIFRTIZ b 2ZLOHLT
to ofoyake-ni mo kikosimes-ite
DV emperor-DAT f  hear.HON-sUB

‘the Emperor also heard that . ..and’
(HM II:22.9; Vovin 2003: 64)

Additive uses under negation obtain ‘also not / either’”

(474) & LD L AWHT
kado-yori mo ye-ir-ade
gate-ABL [ PREV-enter-NeG
‘[he] could not enter from the gate, either’ (TM 38.8; Vovin 2003:
72)
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With the loss of the scalar component in even-type additives, we addition-
ally witness the rise of distributive conjunction in CJ.[q

(475) H 75 < T b 57
tsuki naku  yuki mo fura-zu
moon not-exist snow y  fall-Nec

‘There is no moon (and) the snow also does not fall’
(SN, NKBT 20:515)

(a76) 2L I Ao A% HE  REV L XA
makoton-i  kano fito-wo  mi-re-ba yamafi mo yam-i
truth pv-INF that person-acc see-Ev-con illness g stop-INF
VoL b DVRNRE
inati mo nobi-i-ube-ki
life p strech-PERF-DEB-ATTR
‘Really, when [you] see that person, both theillness will surely cease
and [your| life will be prolonged . .." (HMI:170.16; Vovin 2003: 426)

(a77) 2o Xk Y o k& v & F
konoyo mokanoyo moomof-u sama
this world y that world y think-aTTR View
‘[his| appearance as [he] thought about [life in] both in this world
and that world’ (HM II: 254.9; Vovin 2003: 426)

In CJ, we also found conjunction in negative contexts, which the previous
stages of Japanese lacked.

(478) fH4E @2 R BITLT Y BIEAT
mi-tosi  fatati bakari ya ofas-uram-u to oboye-te
HON-years twenty PRT ~ PRT be.HON-TENT-ATTR DV think-sus

ENESD) I FELS Y BT 5L 56102

mi-kafo-no yautai foso-ku mo ar-azu fukura n-i
HON-face-GEN appearance thin-INF ¢ be-NEG/INF plump DV-INF
v HoT

mo ar-azu

y be-NEG/INF

Recall that OJ also showed a small collection of distributive nominal conjunctions with
mo, which were very rare.
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‘[he] thought that [the consort] was probably about twenty, and (the
appearance of ) [her] face was neither thin nor plump, and ...’ (HM
1:159.7-8; Vovin 2oo3: 175)

THE RISE OF WH-KA QUANTIFICATIONAL TERMS  In the k-system, wh-quantifi-
cational terms arise in CJ. Recall that the wh-k quantificational expressions
were absent in OJ. Also note the morpho-syntactic difference in constru-
ing the complex wh-quantificational term ‘some people’ using nani ‘what’
instead of a modern Japanese indeterminate pronoun dono ‘which’f. Note
also the fact that the k morpheme ka is not the interrogative particle in CJ.
AsVovin (2003: 129) notes, “like tare, nani followed by the particles ka [k] and
mo [¢] functions as an indefinite [existential] and a collective [universal]
pronoun respectively.” The quantificational expressions nani mo and nanika
may also feature i constructions where modifiers or even clauses intervene
between the wh-term and the particle.

(479) & T % AN W LMINEZZA
wa-gako-wo  nani fito  ka mukafe-kikoye-n
I-cen child-acc what person k meet.INF-HUM-TENT/ATTR
‘Will some people come to take my child?” (TM 60.4; Vovin 2003:
130)

(480) i Bz I " BLOTA
nani-no ata n-i  kaomof-ik-en
what-GEN enemy DV-INF k  think-RETR-TENT/ATTR

‘[the lady|, who thought [of him as of] some [kind of] enemy’ (IM
XXXI:130.11-12; Vovin 2003: 130)

Consider also the k-combining wh-phrase ika nar-u ‘what [like/kind]’, which
is always used as a modifier. In combination with the « particle ka, it de-
notes ‘some kind’:

(481) Wb e MHYA
ika nar-u koto ka ar-ik-en
how become-aTTR thing k be-RETR-TENT/ATTR
‘some kind of thing happened’ (IM XXI: 124.4-5; Vovin poo3:
134-135)

For details on the semantics of indeterminate quantification, see Shimoyamad (2006).
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(482) W\ 7n % BB MWV TIA
ika nar-u koto kaide-ko-n
how become-aTTR thing k go out.INF-come-TENT/FIN

‘something will come out’ (HM I: 207.3; Vovin 2003: 135)

The CJ novelty is also, as we have already observed, the extension of wh-
quantificational expressions to the k-paradigm. With a temporal host, itu-
ka ‘when-k’ takes an expected existential function ‘sometime’.

(483) Wo I TIUTA
itu  kakik-ik-en
when k hear-RETR-TENT/ATTR

‘as some time [they] heard’ (TM 36.5; Vovin 20o3: 138)
(484) Z o Xic i X wD T
kono yo-ni fa mata itu kafa

this country-aLL ToP again whenk ToP

‘[Maybe he will come] again to this country sometimes’
(HM I.193.12; Vovin 20o3: 138)

While the nature of wh-k constructions was not quantificational in OJ, the
quantificational system arises in CJ or whether such constructions existed
in OJ, Kinuhata and Whitman| (2011) provide an excellent report on the di-
achronic development of the quantificational function of Japanese k parti-
cle ka (%) as functioning in the wh-constructions. Justas y+wh,, the y+wh
originally featured in adverbial positions, most prominently as temporal
adverbs or any other adverbs with an inherently scalar domain.

century

14th 15th 17th 18th 19th

ADVERBIAL 1 1 2 13 8
ARGUMENTAL 0 o] o] 2 12

TABLE 5.8.: Diachrony of wh+ka constructions in Japanese (Kinuhata and Whitman,
2011)

Kinuhata and Whitman'’s (2011) observation, with results in Tab. F.38, is
very intriguing since it does not only show the development of argumen-
tal wh + x indefinites but its overriding adverbial indefinites in the second
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half of 19th century. Kinuhata and Whitman’s (2o11) results are graphi-
cally plotted in Fig. 3.

10 |- 8

2]

=

U

-~

S

® S| g
O, -

| | | | | |

14 15 16 17 18 19
century

—e— Adverbial wh-k terms —=— Argumental wh-k terms

FIGURE 5.3.: Diachrony of adverbial /argumental wh+k termsin Japanese (Kinuhata and
Whitman, 2o11)

THE RISE OF POLARITY SENSITIVITY Recall the facts from OJ, where y com-
bined with scalar hosts, i.e. those XPs with [ic]. The alternative-activating
component of y and closure under conjunction obtained a universal con-
struction, or rather, it delivered the maximal scale-mate from the scale
provided by the host—take (j31), repeated below as (g83).

(a8s5) LIEBEE 444 FARHND g A4
itu-mo itu-mo omo-ga kwopi  susu
when-y when-p mother-cen yearning by
‘Ialways, always think of my mother [i.e. at all times]’
(MYS, 20.4386; trans. by Vovin 2013: 146)

Under negation, yPs of wh-kind delivered a SI since what was negated was
the strongest scale-mate, yielding the weaker member. We repeat (g16) in
(584d), which shows this as we have already discussed.
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(486) FHEIMH %% H £ R&ET
apimi—te—pa [iku ka mo] pe-nu-wo

meet-coNJ-ToP [how many day y] pass-NEG-cONJ

b

(MYS 4.751, 11. 1-2)

‘Though few days have passed since we met, ...

Two changes occur in CJ. The first is the decline of the scalar restriction on
u so that non-scalar hosts end up combining with the y particle.

(487) OJmo: p[uo] > CJmo: yfua] where a = {0, D}

Justasin OJ, the temporal wh-term itu ‘when’ in combination with moyields
a universal expression ‘always’.

(488) Vo b WO B TRl HELEAN &
itu moitu mo tadune-sir-ase-tamaf-e to
when y  wheny look for.iNF-know-cAus.INF-HON-IMP DV
0 A
bakari n-i nan
PRT  DV-INF PRT

‘[I] am just [asking you]: “Please always look for and find [it in your
heart|” (HM I;174.1; Vovin 20oo3: 138)

Since we do not have empirical evidence of temporal wh-y embedded under
negation, we do not know what semantically happens to itu-mo ‘when-y’
under negation. Given the evidence from non-scalar wh-y expressions, as
we show below, we suppose that CJ ‘when-y’ should be a polar construct,
not one delivering an existential SI, as was the case in OJ, as we have al-
ready seen in the previous section.

The decline of the scalar-restriction to complementation is seen in the fol-
lowing examples, where the y freely combines with who-type indefinites

(889).

(489) 7= b b RUITFEAHRENT
tare mo tare mo nagek-i-midare-te
whoy whoy lament-inr-be in confusion-sus

‘everybody was lamenting in confusion, and ...’
(HMII: 232.9; Vovin 2003: 128)
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The idea that reduplication of wh-p elements in (g89) might be responsi-
ble for universal quantification is banished by the following piece of data
in (g9d), which contains a non-reduplicative wh-yP with clearly universal
quantificational force.

(490) 7=h b HABIFSAHE
tare mo mi-obos-an koto
who y see.INF-think.HON-TENT/ATTR matter

‘the fact that everybody wanted tosee’  (HM I1:226/2; Vovin 2003:
128)

The non-scalar selection of p-hosts is also exhibited in what-type indefi-
nites:

(a91) =2 ZRicHE b kY
soko-ni nani-"goto mo ima-yori
there-Loc what.GEN-matter § now-ABL
BIELIEFL®

obos-i-fagukum-e

think.HoN-INF-Taise with care-1mp

‘Please think over there about everything from now on and raise
[her| with care’ (HM 1I:249.6-7; Vovin 2003: 130)

The wh-quantificational expressions also extend to non-scalar where-type,
which rounds up the wh-domain, showing that CJ y was indeed no longer
restricted to scalar hosts, unlike in OJ.

(492) Vo< B A L7/ 1N 6) ANEESY AT
iduku-ni mo fito-no mono-ifi kafar-an-e-ba
where-Loc i person-GeN thing-saying change-NEG-EV-cON

‘because people’s gossip is the same everywhere’
(HM II:232.1; Vovin 2003: 136)

Also note that in the presence of a modal, the universal y-term becomes a
FCI, as shown in (£93).

(493) WO B b LIFL RiZH7=% .

izuku-ni mo  are shibashi  tabi-dachi-taru koso
where-Loc y.even may-be for-a-while when-you-travel prT
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‘Wherever it may be, when you travel for a while.
(T, s15; NKBT 30:102)

The second type of semantic change concerns the appearance of the Polar-
ity system in CJ. Take the following evidence in (g94-#95), which shows
the rise of the polarity system from the 10th century onwards.

(494) WHZTVZE b amnigy
mi-asobi-nado mo na-k-ar-iker-i
HON-pleasure-REPR §i NEG-INF-be-RETR-FIN

‘(The emperor| did not have any pleasures’ (TM 66.11; Vovin 2003: 35)

(495) W IE RiCo L b L
ima fa nani-no kokoro mo na-si
now Top what-ceNidea y NEG-FIN

‘I do not have any thoughts [but of meeting you| now’
(IM XCVI: 168.9; Vovin 2003: 424)

Let us take (g94) and see how we can derive the inference behind the NPI.
For ease, let’s assume a finite domain of three ‘pleasures’, or instances
thereof, namely a, b, c. We further abbreviate in (296d), as we have already
done, propositions of the predicate form [P(a) A Q(x,a)] as a.

(496) a. The emperor did not have any pleasures.
b. —3x € D[PLEASURE, (X) A HAVE, (e, X)]
c. —(PLEASURE,(a) AHAD,(e,a)) A —=(PLEASURE, (b) A HAD, (e, b)) A
—~(PLEASURE,(c) A HAD,(e,c))

d. =(anbnc)
e. Corresponding lattice:

—-(aAbAC)
|
—(a ADb) —(aAc) -(bAc)
-d -b -C

Exhaustification via X does not yield a contradiction since the environ-
ment is DE. Recall that exhaustification comes with two requirements:
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(i) the assertion must be true, and (ii) all non-entailed alternatives must
be false. In positive contexts this leads to contradiction since an assertion
like The emperor had any pleasures would have to be true, given (i); but since
none of the alternatives is entailed by the proposition, they would all have
to be false, yielding something of the kind in (297), written in the form of

(z9od).
(497) (aAbAC)A=aA=DA-C

Under negation, however, all the alternatives are entailed, hence none
of them may be denied, returning not only a non-contradictory but also
an enriched result.f] Note that while Chierchia’s (2013b) system is set up
for negated existentials, which is what NPIs in DE context are, we need to
negate the universal, which is what mo is.

(498) a. Xpg[The emperor did not have mo/anyy,, ) pleasures]

b. %DQ[(VX € D[PLEASURE, (x) — ﬁHAVEW(E,X)])
= Vx € D[PLEASURE, (x) = —HAVE, (e, x)]

c. DA= {Vx € ©'[PLEASURE,(x) — —HAVE,(e,x)] | ®' ¢ ’D}

The universal character of NPIs in CJ, such as our emperor-example, could
best be paraphrased as ‘for all the pleasures, the emperor did not have any’.

The polar-sensitive mo in CJ also extended, as we would expect ceteris paribus,
to other wh-y terms:

(499) 72> LAHL HLENL b HRT
nani-no sirusi ar-ube-ku mo mi-ye-z-u
what-GEN sign  be-DEB-INF §  see-PASS-NEG-FIN
‘[They] cannot see that there might be any sign [at all]’
(TM 30.14; Vovin 2003: 129)

I follow Chierchid (eo13b: 164, fn. 16) in ignoring, for the most part, g-alternatives since
under negation an NPI like any-x in English or x-mo in O] will entail all its scale-mates,
hence no scalar alternatives come about.
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(500) RITZ b WEEhbd 2k b AET
nani-"goto mo isasaka nar-u koto mo ye-se-de
what.cen-thing p  trifling be-aTTr thing PREV-do-NEG

‘not being able to do anything, [not] even a trifling thing’ (IM XVI:
121.11-12; Vovin 2003: 130)

(501) WIoOhb Z&h F30 BlEL £¥R1E
idure mo wotor-i masar-i ofasimas-an-eba
which p  be inferior-NML be superior-NML be. HON-NEG-EV-CON
oS Lo F 1% "L

mi-kokorozasi-no fodo fa mi-y-ube-si
HON-feelin-GEN  extent TOP see-PASS-DEB-FIN

‘Since neither [of you]is superior or inferior, [she] must see the depth
of [your] feelings’ (TM 33.5-6; Vovin 2003: 137)

The polarity of wh-terms under negation extends also to the k-paradigm,
which is the main prediction that Chierchia (2013b: 169-173) makes since
NPIs have an indefinite core:

(502) b NET WINT
kakar-u fito-woba ikade ka
be such-ATTR person-acc.EMPH how  «
B Lo NDB %R Z
omof-i-yor-an-u fito n-o ar-ube-ki
think-iNF-approach-NEG-ATTR person DV-ATTR be-DEB-ATTR

‘Such a person is someone about whom [you] cannot [even] think in
any way’ (HM II:235.8; Vovin 2003: 133-134)

THE RISE OF DISJuNcTioN While we do not have pre-modern evidence on
the evolution of disjunction, we provide in this section a conjectural di-
achronicanalysis of the development of disjunction from questions, which
we are basing on Uegaki’s (2013) synchronic analysis of Japanese, which we
already introduced and preliminarily adopted in Chapter 4.

Recall the core proposal, according to which we treat disjunctions as Alter-
native Questions (AQs), assumed to be underlyingly disjunctions of polar
questions. Repeated below is the relevant idea.

(503) a. Do youwant [[DP coffee Jor [, tea ]]7
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b. Do [[VP/TP you want coffee Jor [,  youwant tea ]]7

c. [[CP Do you want coffee | or [ de-yerwant tea ]]7

Under the assumption that AQs involve disjunction of as much syntactic
material as surface form suggests, treating an AQ in (§51) as involving dis-
junction of nominal arguments (DPs) as per (503d), then we must posit an-
other operation, in place of deletion, so as to derive the correct scope of
disjunction out-scoping the question. This is the line taken by Karttunen
(1977) and Larson (1985), among others, who propose a Quantifying-in op-
eration (qua QR) to derive the AQ effect. Similarly, Beck and Kiml (2006)
assume a structure as in (503d) and posit a Focus-associated operation to
derive the correct scope. The structure in (§o3b) requires both syntactic
deletion and semantic (covert) movement, which is taken up by Han and
Romerd (2004) in their analysis. The third structure in (§03d), on the other
hand, positsellipsis and requires no covert movement mechanics to deliver
the scope effects since disjunction out-scopes the question.

Uegaki (2013: 5, ex. 11) proposes to treat AQs, at least in Japanese, as con-
sistently being of the syntactic form in (§04), obtaining an interpretation
akin to something like ‘is it the case that ¢, orisit the case that ¢ , 7’

(504) | [, TP1 ] 0131 [,,, TP, ]

We modify Uegaki’s (2013) analysis so as to ensure that the denotation of a
polar question is a doubleton set, containg the denotation of the proposi-
tion ([TP])and its negative alternative (-[TP]). Our syntax of (dis)junction
is also imported into the analysis so that a compositional skeleton we are
proposing is given in (§03), which we repeat from Chapter j.

(505) Composing AQs as disjunctions of polar Qs:
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Q q

a. i. [Q°] = M[M[p = q]] (Uegaki, po13: 6, ex. 19)

ii. [Q"], = \weANglp = q]] | & = {p, =p} (our twist non-
singleton denotation of Qs)

iii. [Q"], = MIMp[II(p) v II(p)] (Lin’s (2014) (p. 6, ex. 20) In-
gSem non-singleton denotation of Qs)

b. [ = gAYl ] = (¢, ¥)
[6] = {A, v}

The denotation of each of the two clausal disjuncts is therefore a doubleton
set containing the denotation of the respective proposition and its nega-
tive alternative. After undergoing composition with J°, they are converted
intoatuplein thealternative form ({p, -p}, {q, ~q}), which is subsequently
mapped onto Boolean join, given Agree relation holding between 6° and Q
(which is really our «°). This results in disjunction of two polar questions:

[[Ap[p =qvp=-q]]v[Mla=pvaq= ﬂp]]}

We now end up with a double disjunction, one originating as a conse-
quence of the Boolean transformation of the tuple ([JP]), the other stem-
ming from an inherently disjoint denotation of the polar question (g =
p Vg = -p). We adopt Alonso-Ovallg (2006) in treating a disjunction of
p and g as a set constituted by the disjuncts, i.e. [p v q] = {p,q}. Since
a polar question has a single alternative, excluding the proposition de-
noted, being an alternative itself, then a question ‘is ¢ the case?’ is log-
ically paraphrasable as ¢ is the case or ¢ is not the case. We further adopt
a postsuppositional analysis according to which the disjunct containing
the negative-alternative is postsupposed and whose evaluation is delayed.
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(506) Deriving disjunction from two polar questions:

[, Q910 = ¢v-¢
I[,,Q%]0 = $v-p
[ e Q01 [cr, QUITT = GV @ pv—yp

s
106, Lo, Q611" L, QUITID = 6 ( {#v-v-0))

= =g pyy

= PV VPV

= pVPV-pv

= PVPVPV (g F PPt )
= vy

We therefore propose to treat the diachronic rise of grammaticised disjunc-
tion (GD) as a grammaticised disjunctive inference that (joined up) polar
questions give rise to. Let’s now turn to the historical aspects and trans-
lating our synchronic analysis into a diachronic one.

The core prediction of our conjecture is that grammaticisation of disjunc-
tion did not precede grammaticisation (GD) of interrogativity. It is also
clear from Fig. F.4 that the development of quantificational wh-k expres-
sions followed the developments of questions, and the development of ar-
gumental wh-k expressions was superseded by adverbial wh-k. Concerning
the latter change, from adverbial to argumental quantificational expres-
sions, we propose to understand this diachronic phenomenon by appeal-
ing to the head-preference principle (van Celdern 2ood|, ooq) which we
state (507) and understand as a principle of economy.

(507) HEADS-OVER-PHRASES PREFERENCE (van Celderen 2004: 61)
Be a Head rather than a Phrase (if possible).

According to our plot in Fig. F.4, the economy principle for preferring to
be in argument slots rather than an adverbial element, kicks in in the 18th
century, along with a simultaneous significant rise in morphosyntactic
encoding of indirect questions.
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35 A

30 A

25 A

20 - .

#tokens

|
8 9 10 11 12 13 14 15 16 17 18 19 20
century

— Argumental wh-x terms — Adverbial wh-k terms — Questions

GD unlikely GD likely GD very likely ‘

FIGURE 5.4.: Conjecturing the temporal-logical space of grammaticised disjunction (CD)
in the history of Japanese

8th-14th c. 14th-17thc. 17th-18thc. 18thc.

0 0 0
(508)  statusofk® Foc’,, >  Force’>  adv. 3> arg. 3
NO DISJ MAYBE DIS] PROBABLY DIS]
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Relatives and the y/x system

In this section, we review and adopt the recent proposal by Chierchia and
Caponigro (2013) according to which free relatives (FRs) are derived from
questions (Qs). We do two things with this proposal: show that it lends
itself to an analysis of kakari musubi, which we have already overviewed. Be-
fore moving on, let us first review Chierchia and Caponigrd’s (2013) deriva-
tion.

The idea that relative and question expressions share a interrogative core
is backed up by [Chierchia and Caponigro (2013), whom we follow to fledge
out the synchronic and diachronic facts of y and x markers in Japonic.

Chierchia and Caponigro (2013) adopt a loose variant of Cecchetto and Do
nati’s (2010) approach to free relatives and labelling, according to which in-
terrogative and relative constructions share a common syntax, modulo the
label of the root, on which the final semantics hinges. Take (509), taken
from Cecchetto and Donati (2010), where the labelling algorithm at the root
of the tree cannot readily determine a label (A) since the tree is essentially

a set containing two subsets: {A;?{/“D what}, {,.c CP}}.

(509) [Cecchetto and Donati’s (2010) labellability of Qs v FRs:
P

N

what CP[+WH]

CO[+WH] IP

Mary cooked t
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5.4 = Relatives and the y/x system

There is a theoretically presupposed idea to treating the Q/FR distinction,
namely that they share a derivationally identical structure, modulo the fi-
nal label, which is determined structure-externally, i.e. c-selectionally.
In broad terms, if a head &« merges above and combines with 7P in (§og), 7P
projects/labels as [C] if « subcategorises for [uC]; alternatively, if « subcat-
egorises for [uD], 7P projects the [D] label as provided by what in [SpEc, ?P].

Chierchia and Caponigrd (2013) thus push the idea that relatives, such as
Maryatewhat Johncooked, are structurally—and thus interpretationally—embedded
interrogatives. Note that this departs from traditional analyses, both syn-
tactically, where relativisation is completely independent from interroga-
tivity, as well as semantically, where the traditional view maintains that
clauses with wh-terms are traditionally seen as property- or set-denoting
A-abstracts, as per Groenendijk and Stokhof (1983) and that there exist two
distinct semantic shift of the (presumably homophonous) the denotation
of the wh-term. One type shit—rts1 in (F1d)—lifts the wh-term to the level of
propositions, yielding a question. The other type shifting operation—ts2
in (51d)—lowers the type of the wh-term to the (e) via an 1-operator, yielding
a FR. The following scheme in (§19), taken from Chierchia and Caponigro
(2013: 2, ex. 4), shows the traditional semantic split in the denotation of
wh-terms.

(510) The traditional approach to the denotation of wh-abstracts:

[Ql [FR]

Ap[ 3xX[p = AW[PERSON,,(X) A caMEy,(x)]]] IX[PERSON,(X) A CAME(x)]

~ -
N -~
~ -
~ -
~ _ -

TS1 “~<_ -7 Ts2

‘who came’
AX[PERSON,,(x) A CAME,,(x)]
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We will follow their work and apply it to the Japonic construction of kakarimusubi.
To do so, we expand the syntactic inventory of Chierchia and Caponigrad’s
(2013) theory and attempt a derivation and interpretation of the syntax/se-
mantics of partially interrogative focus in pre-modern Japonic.

Before proceeding to the two sets of data and analyses, let us briefly ex-
pound on Chierchia and Caponigrd’s (2013) theory so as to understand the
core motivations and technical building blocks of their system. Empiri-
cally, Chierchia and Caponigro (2013) draw their motivation from an em-
pirical generalisation, dubbed Caponigro’s generalisation, taken from Chier
chia and Caponigrd (2013: 2, ex. 3)

(511) CAPONIGRO’S GENERALISATION (Caponigrd, 2003, 2004)
If a language uses the wh-strategy to form both Qs and FRs, the wh-
words found in FRs are always a subset of those found in Qs. Never
the other way around. Never some other arbitrary relation between
the two sets of wh-words.

Chierchia and Caponigrd (2013) list three languages, English, Italian and
Nieves Mixtec, which confirm (g11), which we restate in Tab. F.q (their
Tab.1, p. 2).

Let us now turn to Chierchia and Caponigrd’s (2013) derivation of ques-
tions, which we list in (§13). The composition and interpretation is stan-
dard, modulo the excorporation of the question-forming head—C;—from a
clause head-complex. With respect to this mechanical move, Chierchia
and Caponigrd’s (2o13) adopt Shimada’s (2007) head-unfolding model, which
we have introduced in §p.§. While C; creates a protoquestion, as assumed
by Karttunen (1977), and many others subsequently, C, is the element that
derives the actual interrogative meaning. The common assumption is that
C, cannot be interpreted insitu and so it must be merged at the root of the
CP. Recall also, as we stated in (Lo8) that semantics independently requires
excorporation of the question operator to the root, which Shimada’s (2007)
model provides for free.
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>
o]
rn, <
zZ o
+ <
e
FS 9 o
= §§
ugﬁ E EE
o ® T I T zT > & 3
B S oo N e B <
: T = 2 8 =% = 38
. whas v v v V v < 4
English FRs v/« v v v v * * % %
alian wWhas v v v V v < 4
FRs Vv % VvV VvV VvV % *x *x x
. . wh-Qs v V Vv V V NA V V V
Nieves Mixtec  “'ppe v Vv Vv vV V NA *« % V

TABLE 5.9.: Useof wh-words inwh-questions (wh-Qs) and free relatives (FRs) in English,
Italian and Nieves Mixtec (Chierchia and Caponigrd, 2013)
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(512) The composition of wh-interrogatives (Chierchia and Caponigrd, 2013: 4, ex. 6d):

[cr]
= Ap3x[cookED,,(x) A p = \W[COOKED,,(M)(x)]]

[cr]
= 3x[THING,,(X) A p = Aw[cOOKED,,(M)(x)]]

[NT
= APAX[THING,,(x) A P, (x)]

- [cp]
what = q = \W[cOOKRED,,(M)(x)]

[C[+wH]] [ie]
= Mplq = p] Mw[cookep,, (M)(x)]

/\
[c1] [C2] A

= Aghp[q = p] AQ[Q] Mary cooked t

JEUUHJJ]JUUUJJS ¥ §YALAVHD
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The derivation and interpretation of FR relies on the same building blocks,
namely the excorporation of an operator from within the clause-head com-
plex. The derivational difference between Qs and FRs, as we have observed
in (5oqg), following Cecchetto and Donati (2010), lies in the label of the CP
(or ?P). Under Shimada’s (2007) assumptions, the label is not determined
CP-externally but rather CP-internally, by virtue of head-unfolding. For
Chierchia and Caponigro (2013), the difference between Qs and FRs lies in
the probing mechanism, i.e. whether a Q-forming or a FR-forming oper-
ator excorporates from the clause-head complex. Their derivation is given
in (514), where the excorporating head is a nominal operator, which Chiet
chia and Caponigrd (2013) dub Dy, .

D, in the system functions as a nominal operator that extracts the Top-
ical Property (ToPR) out a clause. TP is, in turn, defined as a singleton
property of a question. This latter definition of TP, which underlies the
notion of D, , thus relies on answerhood conditions, for which Chierchia
and Caponigrg (2013) adopt a Dayal-style Answerhood operator. In (F13),
we provide the definitions of the three interdependent operators. Addi-
tionally definable is the short-answerhood operator (Ans®), since all ques-
tions have short answers, which Chierchia and Caponigro (2013) take to be
the very extractable property that Dy, is all about. Hence, Dy, denotes a
(or rather the,) short answer to a question (F13d-1) or a type-lifted variant
thereof in form of a generalised quantifier (GQ), as per (513d-11).

(513) a. [ANs]"(Q) =1 € Q[p, A VYqeQlg, - pcCql]
b. [ANS’]"(Q) = ix[[ToPr],(x)]
i. [ToPR] = AP (... YWVX[P,(x) < W'[P,(x) = ANs,(Q)]]
ii. [ToPRr](Q) = IPYWVx[P,(x) <> W'[P,(x) = ANs,(Q)]]
d. i [Dw]"(Q) = [ANs]*(Q)
ii. [Dre]”(Q) = APAX[[TOPR(Q) ], A Py (X)]

For (F13d-ii), however, the definition of ANs asit currently stands in (§13¢-1)
will not suffice, hence a type-lowered variant of (F13¢-1) is given in (513¢-11).
In (514), the building blocks we defined above plugged in derivationally and
compositionally, yielding the structure in (514)
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(514) The composition of free relatives (Chierchia and Caponigrad, 2013: 4, ex. 6e):

[DP]
= AP3x[x = 1x[cOOKED,,(x)] A P, (x)]

[D]
= AQ[Dx. (TP(Q))] A\pIX[THING,,(x) A p = AW[COOKED,, (M) (x)]]
' [cp]

= Ix[THING,,(X) A p = Aw[cOOKED,,(M)(x)]]

IN]
= APIxX[THING,,(x)andP,(x)]

T [cp]

what = q = \W[cooKkED,,(M)(x)]
[C[+wH]] [P
=Mplg =p] Aw[cooKED,,(M)(x;)]
[cl [Pl
= Ahp[q = p] AQ[ D, (TOPR(Q))] Mary cooked t

JEUUHJJ]JUUUJJS ¥ §YALAVHD
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While Chierchia and Caponigro (2013) do not discuss the syntactic nature
of the input to semantic interpretation, which obtains the two differential
LFs for questions and free relatives, we now turn to the syntactic input of
such LFs.

While the syntactic origin of Dy, as head-sister of C° is stipulation in
Chierchiaand Caponigrd’s (2013) system, we reconcile this by fine-graining
the nature of C°. We do so by adopting Rizzi’s (i997) left-peripheral mi-
croscopy of the clause. Recall from (F53) that both the Ans® and the Dy,
operators are ontologically rest on and are built from ToPr.

It is my proposal here to locate the structural locus of ToPRr in one of the
two of Rizzi’s (1997) Topic heads.

I propose we treat the C-complex, the structure of which, and indeed move-
ment from which, yields the differential interpretation, in the following
way. Assuming a rich micro-structure of the C head, following Rizzi (1997),
we locate the different heads within the left periphery and assign them the
semantic potential, which will give (§12) and (F14)) as calculated meanings.
Given below is Rizzi's original fine-grained view of the left periphery (LP)
in (F15d), which we translate into Shimada’s (2007) model in (F155). Upon
‘head unfolding’ (F15H), the LP takes the shape of (F153).

In this case, we assume the full head-set unfolds but should, say, one of
Top heads or the Foc head be ‘inactive’ in a structure, e.g. the sentence
does not contain and thus does not express a topic or a focus meaning, then
two options seem available.

Under the assumption that the richness of the LP is universally present, in
one form or another, then conceptually, an inactive head may simply make
no contribution. The inactivity can be stated in terms of F-valuation: non
locally through long-distance probing of a LP head within the clausal inte-
rior (e.g. insitu focus association, or topic); or, locally via [epp]-like driven
movement to specifiers of LP heads. If a LP head does not enter into any
checking relation with an element within the clausal interior, a head can
be said to be inactive.

Semantically, inactive heads are ignored at LF, or are assigned identity
function meaning so as to not make any meaningful contribution. We ig-
nore the specifier slots and the recursivity notation of Topic projections for
convenience, and translate IP into TP (not that it matters much for our pur-
poses).

Given our adoption of Shimada's (2007) model, then another options makes
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itself available technically, i.e, the availability of inconsistent excorpora-
tion.

(515) a. Rizzi's (1997) take on the fine- b. Rizzi’s (1997) LP with a Shi]

grained LP: maddean twist:
ForceP
/\ T0
Force’ TopP N

0 « 0
T T Fin

Top’ FocP T

/\ Fin® Top®
Foc® TopP T
N Top° Foc’
Top® FinP /\
/\ Foc’ Top°
Fin’ TP N

Top0 Force®

Semantically, we propose that the ToPr is part of the meaning of the high
Topic head, i.e. [ToPRr] € [Tor’]. The (potentially non-exhaustive mean-
ing of theTopr head is taken to be Dy, . The reasons for height preference
will become clear in the second, structural, step.

Derivationally, we are concerned with the unfolding of heads up to the
last point, when the C-head complex contains the high Topic head and the
Force head, the former encoding for topicality (ToPr), the latter for inter-
rogativity.

Given the need for the protoquestion (rq) operator, itself of type (stt) for
the calculation of of both Q and FR meanings, we stipulate its (syntacti-
cally silent) placement in the LP, such that Force’ ) Tor’ ) pa” ) Foc’. Al-
though this is a stipulation, all classical semantic theories of the compo-

sition of questions assume it implicitly, hence the syntactic nature of ro
does not constitute any controversies here.

Given the type mismatch of the head-complex containing {Tor’, Force’},
one of the heads moves out of the complex and is interpreted at the root.
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P T
i) cpP
FocP
(516) o o O/\ =
Top; Force; Foc TopP
N
Top FinP

The head adjacency follows from Shimada’s (2007) model applied to Rizzi’s
(1997) dissection of the clause. We gain two advantages: firstly, the syn-
tactic ontology of Dy, is no longer a stipulation as we are identifying it
as Tor’. Secondly, Rizzi’s (1997) LP provides a head-adjacent relation be-
tween (the high) Tor° and Force® by virtue of Shimadaean head unfolding
rendition. This way, we maintain, in slightly more syntactically techni-
cal terms, Chierchia and Caponigrd’s (2013) assumption that selection and
excorporation of the second operator—C, vs. Dy, —is a matter of Agree re-
lation.
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BACK TO JAPONIC AND KAKARI MusuBI In this paragraph, we return to kakari
musubi, the data of which we briefly restate below.

(517) HWURAE oo HUE
atami-taru twora ka poyuru
iritated.STAT tiger K roar.ADN

‘Is it [an irritated tiger] that is roaring?’ (MYS 2.199)

Our analysis of kakari musubi will reply on the technical foundations of Chier-
chia and Caponigro (2013) and the results of Aldridge (2009).

We take the musubi component of the construction, i.e. the presupposed
content morphosyntactically marked with adnominal morphology—-ru in
(F17), to share the FR syntax and semantics as per (514). The kakari com-
ponent results from movement of a segment contained within the vP to
[Spec,kP], itself a slot in the left periphery of the vP. (Aldridge, 200og)

The adnominal marker is an exponent of the (semantically nominal) Tor’,
hence movement of the remnant vP material—poyu- ‘roar(ing)’ in (§17)—to
its specifier position results in pronunciation of the specifier and head as
an adnominally marked verbal element (poyu-ru). The focus-associating «-
marked DP then remnant moves to the root.

We further adopt Whitman’s (1997) analysis of kakari musubi as a cleft con-
struction. Under a cleft-approach of Whitman (1997), the presupposition
of the musubi constituent comes for free. (Delinj1992, int. al.) Note that both
the cleftanalysis (Whitman, 1997) as well as the FR analysis (Chierchiaand
Caponigra, 2013) require a biclausal structure, which we assume for KM.
We further take the kP to move across the clause boundary from CP, into
the matrix CP,, which also contributes the interrogative meaning. Our
analysis will maintain Whitman’s (1997) tenets while expanding on it se-
mantics, which will amount to a FR-treatment of KM.

The derivation of our exemplar case in (517) is therefore the one in (§18). For
simplicity, we ignore the copies from the internal structure of the moved
material. We also make use of dashed nodes to ignore the intermediate
projections which are not necessarily relevant to the derivation. Terminals
on sites of pronunciation are marked in bold.
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(518) Deriving (F18):

CP,
/“—“‘—~‘

0
C[+Q]

KP

T

atami taru ka

PrP

~--._ CLAUSE BOUNDARY
KP

atami taru ka

washs /i ayy puv sannvjayg * v°Sf
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Under this analysis, the interpretation of the lower clause, containing (and
denoting) the musubi presuppositional component of the proposition is the
same as the interpretation of a FR under Chierchia and Caponigrd’s (2013)
analysis. Theassociation with focus takes place in the higher clause, which
is also, at least in the case of (517), interrogative.

The interpretation of the embedded clause (CP,), turned into a DP along
the lines explored above, is thus a presuppositional FR, while the higher
(matrix) CP; involves a k-headed focus construction and a question.

(519) a. [CP,] = AP3x[x = IX{ROARED,,(x)] A P,,(x)]
(

b. [CP\ ol = Xpy(p) = p A Vg € AWP)[[p H 4] - —a] | p =
dx[x = (X[ROARED,,(X)] A IRITATED-TIGER,,(X) |

c. [CPy.q]l = Aa[X(p) = gV X(p) = ~q]
where p = Aw3x[x = (X[ROARED,,(X)] A IRITATED-TIGER,,(X) ]

Recall also the fact that kakari musubi was lost in the post-classical period,
when the interrogative function of the k particle enters the language. This
also shows the diachronic interlock between interrogative and cleft-like
constructions. AsHarrisand Campbell (1995: 166) note, biclausal construc-
tions are prone to changing (simplifying) into monoclausal ones. In (529),
we list the three-stage principle of structure simplification from Harris and
Campbell (1995: 166).

(520) stacel The structure has all the superficial characteristics of a bi-
clausal structure and none of the characteristics of a monoclausal
one.

sTAGE Il The structure gradually acquires some characteristics of a
monoclausal structure and retains some of the characteristics
of the biclausal one.

sTAGE Il Thestructure hasall of the characteristics of a monoclausal
structure and no characteristics of a biclausal one.

Note, however, a potential problem: if KM diachronically declines at the
time when ka acquires interrogative force, then we have to assume, given
our adoption of Chierchia and Caponigro’s (2013) model, that ka has, tech-
nically, been interrogative throughout the history of early Japonic. Given
Chierchia and Caponigra’s (2013) theory, this seems to be the correct pre-
diction. We, however, assume that ka occupied a syntactically lower (sub-
clausal) position in OJ (Aldridge, 200qg) and that its independent and true
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interrogative function arose through syntactic change when, as KM de-
clined, ka was reanalysed as occupying a C-level position, which, we as-
sume, occurred synchronically with the loss of biclausal structure (qua loss
of KM).

Chapter summary

Assuming Chierchial’s (2013b) research programme, which rests on the sim-

ple observation that the distribution of SIs is a Polarity sensitive phenomenon,

this chapter has shown diachronic reflexes of the Polar and Scalar system
of pragmatic strengthening. Implicatures strengthen meaning by reduc-
ing the logical space of possible meanings, as do Polarity Sensitive Items
(PSIs).

In order to understand the semantic split of polar/universal meanings of
early IE wh+y terms, we have adopted a diachronic-comparative approach
and developed an analysis of Japonic.

In Old Japanese, the [wh+y] quantificational expressions were confined to
inherently scalar (o) complements, i.e. either numeral nominals or in-
herently scalar wh-terms (e.g. how-many/when), as Whitman (2010) first
noticed. The combination of a numeral (n € N)and y, [,p n ¢°], yielded ‘even
n’. Here, I focus on the latter and ignore the former numeral y-hosts. The
only two kinds of wh-terms which can serve as p-hosts we find in OJ are
temporal- (816) and quantity-wh-terms (g31), i.e. those wh-abstracts with
only a 0-domain of alternatives.

One of the ideas central to the proposal made in the paper is that the orig-
inal y° associated with scalar hosts, i.e. those elements endowed with [o]
feature, and that the exhaustification of the scalar space of alternatives,
as per Chierchiad’s (2o13b) system, delivered positive inferences. The pre-
diction that scalar exhaustification of existential wh-terms makes is that,
under negation, SIs should be borne out (as is the case with 0J). In .5, we
sketch the semantic evolution of Japonic y and « particles.

We have hypothesises a narrow syntactic featural change from [+0, (—D)]
to [+D, (—0)] for the development of polar expressions of the same mor-
phosyntactic structure. This has been confirmed by the Early Middle Japa-
nese (EMJ) where we encountered the rise of the polarity system. An ad-
ditional and parallel reflex of this change also the shift from the meaning
of ‘even’ ([+0]) to ‘also’ ([+D]). Our synchronic analysis of y-conjunction

287



CHAPTER 5 * Semantic change

(si.3.4) has also been empirically confirmed in light of the rise of y-marked
conjunction constructions in EMJ.

This chapter has not only shown the synchronically explanatory and pre-
dictive power of Chierchia’s (2013b) exhaustification-based approach to the
polarity and scalarity systems, using which we have modelled semantic
changes in Japonic, but has also, hopefully, shown that there is (a rather
unexplored amount) of room in historical linguistics for cross-linguistic
diachronic analyses.

Our Japonic-inspired analysis, if conjecturally transplanted onto IE, for
reasons given above, would predict an inherently scalar diachronic core to
u/<k"e. In Chierchia’s (2013b) system, the change from—what we have pre-
theoretically labelled—unrestricted universal quantification to the rise of
the polarity sensitivity can be elegantly captured within a feature-based
system operated on by exhaustification, structurally via X.

(1) a. [[~pPh] ~St  Xp[-[ [ Fpg #l]]=-> Vv

b. [[[" l”[P]Z]] ~~» NPI: %DQ(I:_'[ . [HP EI[+D:| H]]i| =V >-F =3
With novel and theoretically motivated precision of viewing wh-y terms in
IE (=+k"0-+k"e), we have presented a novel view of a ‘quantificational split’

inIE. Using a cross-diachronic filter from Japonic, we have modelled a view
of diachronic evolution of such quantificational terms.
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FIGURE 5.5.: Diachronic-semantic oscillations of y (LEFT) and k (RIGHT) meanings
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Conclusion

This thesis has investigated diachronically the nature of syntactic-sema-
ntic atoms of propositional logic, used to express logical constructions like
quantification, coordination and interrogation. With a two dimensional
focus on synchronic typology and diachronic developments, we have ex-
plored the ways in which Indo-European (IE) specifically and Natural Lan-
guage more generally incarnates logical terms.

Languages consistently contain a single set of two superparticles—y and
k —which handles universal/existential as well as conjunctive/disjunctive
constructions respectively. Aside from the latter coordinate/quantification
semantics, y may also serve as an additive and « as an interrogative ele-
ment. A desideratum of the present work was to unify not only the seman-
tic but also the syntactic distribution of the contextual incarnations of the
two kinds of particles by investigating the diachronic facts and processes
underlying these linguistic phenomena.

Empirically, the thesis has focused on a morphologically rich collection
of ancient (and modern) Indo-European (IE) languages, which—through
their morphology—reveal otherwise silent syntactic material that we fail
to find in a language like Japanese. The silent syntax we uncover by ex-
amining such languages points, among other things, to a syntactically—
and semantically—neutral concept of junction, which is structurally and in-
terpretationally the foundation underlying the systems of conjunction and
disjunction. By breaking down coordination into separate layers, I was also
able to capture the syntactic and semantic differences, lying in the amount
of layered syntactic projections, as well as the core components of the kinds
of meanings the pair of particles dictates.
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A conjunction word like ke in early IE, for instance, did not only serve to
conjoin elements (cf. synchronic function of and in English), but also to
focalise an element by asserting additivity (cf. English also) or even uni-
versally quantify over elements (cf. synchronic function of all). Similarly,
the disjunction word did not only express disjunction but was also used to
express questions. My analysis aimed to explain this multi-functionality
of conjunction and disjunction words by fine-graining their syntactic rep-
resentations and attributing the differences in meaning to the amount of
syntactic projection.

The work has potentially several consequences, spanning across synchr-
onic and diachronic fields of linguistics. On the one hand, one of my chap-
ters was devoted to a syntactic (and compositional semantic) reconstruc-
tion of coordination and some related constructions in PIE. On the other
hand, my work shows that historical data and analyses may have a lot of
bearing on our synchronic linguistic investigations of coordinate syntax or
polarity words (like any in English). We have also presented a fresh com-
parative approach to IE and Japonic, arguing in Chapter g that y-marked
polarity sensitive expressions were diachronically not origination, neither
in Japonic and nor in IE.

Through a review of a rich collection of data featuring a surprisingly uni-
form class of superparticles, we have been examining the relation between
grammar and logic, thatis, the way in which syntax encodes logical prim-
itives. Partee (1993: 124f) has meditated on such encoding writing that
“Natural language expression which seem to call for an analysis in higher
types . . .tend to belong to small closed syntactic categories whose mem-
bers seem very close to being universal.” We have aimed at exploring, at
least a fraction, of the diachronic nature of two such primitive categories—
we have called these y and «.

We have implicitly been investigating Boolean algebraic structures. ABoolean
algebra, or at least a Boolean subalgebra for conjunction and disjunction,

in simplest formal terms, isa tuple containing a lexicon (L) and two boolean
operators, defined over L.

(522) (L, A, V)

Driven by morphosyntactic evidence, I have also proposed a novel compo-
sition of exclusive disjunction, based on the resulting embedded exhaus-
tification of the disjuncts. We have explored and shows in this thesis that
natural linguistic words like ‘and’ and ‘or’ are not direct incarnations of
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‘A’and ‘v’ (in some languages, at least). Rather, ‘and’ and ‘or’ are subsets
of two broader classes, p and « respectively. We have attempted a unifi-
cation of the two classes by appealing to iterative exhaustification (Chier-
chia, 2o13b) as a semantic signature of y, and the inquisitive operator as
a semantic signature of k. We have also motivated a syntax and seman-
tic for a Junction field, which pairs up two - or k-headed constituents are
delivers conjunction and/or disjunction, respectively. Rather than (22), a
natural language Boolean algebra looks more like (523)

(523) (L, p,k,J) = (L, X,2,0)

In this investigation, we have also been, more or less, implicitly consid-
ering the relation between the structure building (syntax) and the struc-
ture inferring components (semantics/pragmatics) interact. May (1991:
353) was among the first to argue very strongly for a disctinction between
lexical items, whose meanings are underdetermined by UG, and logical
terms, whose meanings are possibly totally determined by UGC. These are
all broader questions inherent to modern generative enterprise. The re-
search thrust of the present work has tried aligning itself in the future
directions of such questions. A Buddhist epilogue to the thesis is rather
scalar: while it may not be much, it is hopefully something.
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The formal semantic system

This appendix outlines the formal foundation of the semantics thatis utilised
in this thesis. The semantic language I use is adopted in full from Chier
chid (2013b: 136-139) where a version of two-sorted type theory known as
TY2is adopted.

The formal framework

A partial version of TY2 is used along with Kleene’s (1950) strong logic of in-
determinacy (K;) for connectives and quantifiers, enriched so as to include
indexical expressions (like I or here).

def. I TYPES

i. Basictypes: e (entities), t (truth values), w (worlds/situations)

ii. Functional types: if a,b are types, (a,b) is a type (of functions of
things of types a into things of type b)

def. Il SYNTAX

i. Lexicon: for any type a, we have denumerably many variables and
constants of that type

ii. Functional application: if 8 is of type (a,b) and « is of type a, 6(«) is
of typeb

iii. A-abstraction: if « is a variable of type a and 6 is an expression of
type b, Aa[68] is of type (a,b)
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iv. If ¢, pareoftypet, and aisavariableof any type, then the follow-

ing are expressions of type t: =¢, (¢ A P), (¢ v P),(p = P),(p <
$),Va[¢],Jale].

def. III DOMAINS

i. ©.=U
i, ®, ={0,1}
iii. ®,=wW

iV. Q(a,b) = [@a = @b]

def. IV MODEL
Amodel Misa triplet (U, W, F), where W, U are as per definition above
and Fis a function such that for any w € W and any constant « of type
a, F(a)(w) € ©,. An assignment g maps each variable of type a into a
member of D, .

For any well-formed expression 8, [8]"“" is the value of 8 relative to M,

an assignment to the variables g and a world/situation w, if defined. We
will generally omit M from the superscript. The world win the exponent of
the interpretation function [-]** is to be understood as playing the role of
the context of evaluation. This means that expressions like man or walk (of
type (s, (e, t))) are going to have a constant value across contexts, while the
value of the expressions like I (of type e) are going to vary across contexts.|

def. V SEMANTICS

i. if aisavariable of type a, [a]*" = g(«)
ii. if o is a constant, [a]™" = F(a)(w)
iii. [6(a)]P" = [6]°"([a]”"), if defined (else undefined)
iv. forany u, [Aa[6]1°"(u) = [6]'s™", if defined (else undefined)
v. [Fa[¢p]]*" = 1iff for some u, [¢L:" =1

1 Examples:

i. Foranyw, F([walk])(w) is that member of d of D(. (. .y such that for any w' € D, and
any u € D, d(w')(u) = 1iff u walks in w'

ii. Foranyw, F([I])(w) = u, where u is the speaker in w
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vi. [Ja[d]]** = 0iff for all u in D, (a being the type of «), [¢J°L+!Y =
0, else undefined

vii, [-¢]*" = 1iff [¢]*" = 0, else undefined
viii. [6 A g1 = LE[9I = [9]°™ = 1
ix. [¢pAP]" =0iff [¢]*" = 0or [p]*" = 0, else undefined

x. Truth: an expression ¢ of type t is true relative tow (i.e., [¢]" = q)
iff for any appropriate function g to the free variables in ¢ relative
tow, [¢]”" = 1. Anassignment g to the free variables of ¢ relative
to w is appropriate iff for all variables w of type s occurring free in

¢, g(w) = w.f

[more on foundations from Ceorge (2011)

def. VI GENERALISED ENTAILMENT

i. if ¢,pareof typet, [¢  $]" = 1iff for any w' if [[4)]]‘”' = 1, then
" =1

ii. if 6,y are of type (a,b), where b is the type that ends in t, then:
6cy:=Va[[6](a) < [y](a)], where ais a variable of type a

def. VII CONSISTENCY
A set of formulae @ is consistent (con(®)) iff there is no formula ¢
such that ® F ¢ and @ + —¢. Otherwise, @ is inconsistent (1Nc(P))

i. @ is simply consistent iff for no formula ¢ of @, both ¢ and —¢ are
theorems of ®.

ii. ®isabsolutelyconsistent iff atleast one formula of ® isnota theorem
of @.

iii. @ ismaximally consistent iff for every formula ¢, if con(® U ¢),
then¢ € @

iv. @ is said to contain witnesses iff for every formula of the form
3x¢, there exists a term t such that [ Ixp — (pi]

def. VIII eQuivALNCE cLASsES  The following equivalnces hold:

1. commutativity

2 The effect of this definition of truth is that a formula like run(John)(w) is true relative to
w iff [Run(John)(w)[*" = 1, for any g such that g(w) = w.
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a. pAY = PAD
b. pvpe=1pve
1i. assoclativity
a. hAhAY) = (DAY AY
b, dv vy = PV vy
iii. distibutivity
a. oAV = (@A) v(day)
b. pv(pax)=(@v)a(Pvy)

dE’ﬁ IX QUANTIFIER DISTRIBUTION AND BOOLEAN IDENTITIES

i. Law of quantifier distribution #2 (Partee et al., 1990: 149, ex. 7-
9):
Yx[$(x) A P(x)] = [Vx[p()] A YX[p(x)]]

ii. Law of quantifier distribution #3 (ibid.):

p(x) v h(x)] = [I[d(x)] v Ix[p(x)]]

Following from the two laws above are the following homomorphisms (see
Hammond 2006: 84):

1D
Lovxe)] =] ]x)

IQ_I
i )] = [ | px)

i=1

The truth-functional proof in IL for the homomorphism between quantifi-
cational and the Boolean terms is given below and is adapted from akeuti
(1987: 63).

prOOF. of (IXi)  ItholdthatVd € D[[Vx[¢(x)]] < [$(d)]]since Vx[ p(x) —
¢(d)] is provable in IL. Now let [C] < [¢(d)] for everyd € . ThenT,C —
¢(d) is provable for every d € ©. Take d to be a free variable, which does
notoccurin T, C, Vx[§(x)]. Then T, C, Vx[$(x)] is provable in IL.

PROOF. of (IXii) Along the same lines as above.

This can also be indirectly proven by appealing to the Ceneralisation Theo-
rem, following Enderton (2001: 117-118), which we state in (X) below.
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def. X

def. XI

GENERALISATION THEOREM If T F ¢ and x does not occur free in any
formula, then T F Vx¢.

PROOE.  Consider a fixed set I and a variable x not free in I'. We will
show by induction that for any theorem ¢ of T', we have I F Vx¢. For
this it suffices (by the induction principle) to show that the set

{67+ Vx¢}

includes I'n A and is closed under modes ponens. Notice that x can occur
free in ¢. If ¢ is a logical axiom, then Vx¢ is also a logical axiom.
Then, sois T F Vx¢. [ ]

DE MORGAN LAWS In set-theoretic terms:

i. C(AUB) < C(4)NC(B)

ii. C(ANnB) < C(4)uUC(B)

PROOFE. The proof is adapted from Mendelson (1990: 6). LetA C S
and B ¢ S. Supposex € C(AUB). Thenx € Sand x ¢ (A UB). Thus
x¢ Aandx ¢ B, orx € C(A) and x € C(B). Therefore x € C(A) n C(B).
Therefore, C(A U B) = C(A) n C(B). Conversely, suppose x € (C(4) N
C(B)). Thenx € Sandx € C(A)andx € C(B). Thusx ¢ Aandx ¢ B, and
therefore x ¢ (A U B). It follows that x € C(A U B) and, consequently,
C(A)NC(B) I C(AUB). Ittherefore holds that C(AUB) <> C(A)NC(B),
which proves (def. X-i). |
Proof for (def. XI-ii) follows along the same lines. A shorter proof is
obtained if we apply (def. X-i) to the two subsets C(4) and C(B) os S.
Therefore: C(C(A) u C(B)) = C(C(4)) n C(C(B)) = A n B. Taking
complements again, we arrive at C(4) U C(B) = C(C(C(A) U C(B))) =

C(A n B), which entails C(4 n B) < C(4) u C(B), thus proving (def.
XLii). m

The set-theoretic expressions trivially translate into propositional-lo-
gical terms:

L —[pvy]e-dr-p
. =[oArp]e=-pv-p
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A.2 The dynamics of alternatives

In what follows, we outline how alternatives are recursively defined in
Chierchia’s (2013b) system.

2 .
def. XII DEFINITION OF THE SET OF ALTERNATIVES [a] ", for any expression «,
where 2 is a function from expressions to a set of interpretations.

i. Baseclause. Sample lexical entries:

a. or/and
. [or]® = [or]™ U [and]™

Da ApAg[p v q]
+ o™ = {W[p]

+ fand]” = {Apkq[p]
b. some/a

Apkq[q]}

Aphg[p A q] }
ApAg[q]

[somep]™ = [some]™ u [every]™

[somep[*? =
{APXQ3x € D[P(x) A Q(x)] : D' c g(D)}

[every,]™* =
{\P\QVx € D[P(x) = Q(x)] : D' c g(D)}

Other scalar items are defined along similar lines.

i. Forany lexical entry a, unless otherwise specified:
[[tx]]Ql = {[a] }(Ql), i.e. any lexical entry is an alternative to itself.
ii. Recursiveclause. (Pointwise functional application/PFA)
[6(a)]™* = {b(a) : b € [6] and a € [a] "}
iii. Strict o-alternatives and contextual pruning:
- [a]™ ={pe [[a]]% : fornoq € [«]™, q c p}

- [a]“™ = ¢, where Cis a subset of [a]™ such that for any g, if g is
a strongest member of [a]™, thengq € C

In what follows, we omit the value assignment to variables from the superscript of the
recursive calculation of the alternatives.
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iv. Alternative sensitive operators. For each operator we define (i) its truth con-
ditional import (which is always the same) and (ii) its o-aLT and (iii) its
DA.

a. - [Xudl™ = 191" A Vp e [ [p = WI$I™"] < p]
- [Xd]™™ = {[o1"" 1
[[BE(,QA)]]DQl = {Xom(Pp) : pp € [$]™"}, where p, has domain
D and oa(D) are the cg-alternatives to p with domain D. The
(sub)domain alternatives (Das) of an exhaustification of the
form X, ¢ are the result of applying X,,¢ to the D-alternatives
of ¢, pointwise.

b - [Xped]™ = [41°" A Vp € [1™[p = W[$I*"] < p]
- [Xpad]™ = {[61)
[[xDmd)]]m = {[[‘P]]m}ﬂ

c. [Xpawosd]™ = [91™" A Vp € [$]7"™[p = W[[$]** ] < p], where
[917"™ = [¢1™® = {Xo-pa(p) : p € [9]™}. For the definition of
Xo-2(p), see definition below. In defining pre-exhaustification,
we exhaustify p € [¢]™ relative to the members of p € [¢]™ that
are innocently excludable (©) relative to p. The D-alternatives and
o-alternatives of recursively exhaustified Xpyr¢ (Xghpa@) are de-
fined just like those of Xp,¢ in (b).

d. Exhaustification with respect to ALT comes in two varieties:

def. XIII INNOCENT EXCLUSION (V) and ©-based exhaustification. (Fox, 2007)
The set of -2 relative to p is defined as follows:

a. O =({XcaLr: cons(pA-(1X)AVgeA(cons(pA-[]XA
~q)) = q € X}

b. Xo-a(d) = A VpeA(pe V-AyA ¢ p) = —p)

4 Thatis, once X,y applies to some expression ¢, ¢’s o-alternatives (other than ¢ itself) are
no longer available.
5 The o-alternatives of Xpy ¢ are just the o-alternatives of ¢.
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Second-order exhaustification and

anti-exhaustivity

In this appendix, we list Fox’s (2007: 113) proof that second-order exhaus-
tification obtains anti-exhaustivity (ANTI-X).

DEF. Let the following hold.

(@)
Il

{plp € c}(C1is a set of propositions with p € C)
O(p,C)

%)

(C—I-p)

= —
H o1 H

4]
ANTI-X ﬂ {-=%c(a) :q €I} nXclp)

THEOREM If ANTI-X # @ (is consistent), then Xc(Xc(p)) = Xe(p) = ANTI-X(p).
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PROOF By definition of X:

Xc(p) B VqelI[-q]
~q F -=Xc(q)
ANTI-X + Vgel[-%Xc(g)]
ANTI-X = ﬂ {=%Xc(q):q€ I'} N {-Xc(q) : g €I} nXc(p)

[({-%c(a) :q € C= {p}} N Xc(p)
cons(aNTI-X) +F Q(Xc(p),C)=C|C :={X(q): g€ C}

xe(p) = [){-%c(a) :a€C = {Xe(p)}} N =Xc(p)
ANTI-X [ |
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The details of the exclusive implicature

calculation

We prove that the syntactic structure of exclusive disjunction, shown to
contain both the k and the y operators, obtains a compositional interpre-
tation with ane exclusive component (524).

JP
/\I — —_
KP; ] KP; kP,
(524) K uPr ] N =|| & P ol K P
y, XP K  ub, | u, XP 1 1L u, XP 1]
N\
b YP
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LEXICALENTRIEs In (C.), (C.2), and (C-4), we define the three core building
blocks of our system using their proposed lexical entries.

DT = ApAglpeq] (C.1)
= (p,q) (generalised form)

[<] = I (C.2)
= Mp[7p]

= MM[g=pVq=-p]

F p v-p (generalised postsuppositional form)

F p Vv —p(generalised normal form)
Tul = Aplp A =X(p)] (assertive form) (C.3)
Tul = Ap[-X(p)] (presuppositional form) (C.4)

AssumpTIoNs Following Alonso-Ovalle (2006), we assume thatpvg = {p,q}.

THEOREM We now prove that

[xI(Tul(p)) o [xI(Tpl(a)) pyp (C.5)

[pVp]A=[pA q](excl. comp., signature SI)

PROOF We assume in our computation below two propositions: p,q € C.
By symmetry we mean that compositional identity of the two juncts.
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(525) First disjunct (kP; ):

[xP;] = [ D([ T(IXPT))

Mlp v=pl(Nolp A =X(p)1(p))
Mlp v=pl(p A =%(p))
= [[p A =X(p)] v=[p A =X(p)]]
viaDeM] = [[p A ~X(p)] v=[p A ~X(p)]]
= [[pA=X(p)] vI-p Vv X(p)]]

(526) Second disjunct (kP; ):

[xP;1 = DD(Le1(IYPD))
[via SYMMETRY| = [[q A =X(q)] v[-qV .’{(q)]]

(527) Junction of the two disjuncts (kP; e kP;):

D°T = My[xeyl([xPyT)([xP5])
= My[(x,y)](IxPy T)([xP; )
= [xP;] e [«P; ]

Pl = ([xPr1,[xP; 1)

<[[p A ~%(p)] VI=p v Z(0)]].[[4 A ~%(@)] VI=q v ae<q>11>
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(528) Boolean mapping of the Junction phrase (6,(JP)):

[631 = Mx.y)[u{xy}](DPI)
= Mx,y) [x vyI((IxP{ 1, [xP2 1))
= [xP{] v [xP; ]

= [[pA=X(p)] v[-p Vv X(p)]] v [[a A -%(q)] v[-q Vv X(a)]]
Pl = [pA-X(p)]VIaA=X(@)]v[-pV XE(p)]vI-qV X(q)]
= [pA-X(p)]vign-X(q)]vI-pVvX(p)]VvI-qVX(q)]
viaA-0] = ([pA-X(p)].[4A ﬂ%(q)],[ﬂpv%(p)],[ﬂqv%(q)]}

{r

viaa0] = {[p A -X(p)].[a A ~2(0)], {-p}, {X(p)}, {-a}, {X(0)}}
it
{

[viaHC] =

-p} {X(p)}, {-a}, {x(a)}

()} {x @)}
viaa-07] = X(p) v X(q) n

[ViaEC] =

Note also that if the first conjunct of the LF entry for [ ] is taken presuppo-
sitionally, the negative alternatives would be generated and the existential
constraint would not need apply in this case.

Repeated proof schematically:
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(529) Deriving the exclusive component:

p¥Yaq

X(q) v x(p)
a0
{{x(q)}.,: BN
EEC
(=} @} (-}, (X))}
EHC
({10 A ~X(@1, (a3 (@), Lo A ~X )} (-5} (X))

!
| A-03

LI[{{Ta A ~2 @13, {~ab, G2 @3} {{p A ~X (o)1 (=), (20D ]

/\

5 ([{{ta r ~x@} {-a} (X @} {{lp A ~X0) 1 =0} X)L
v
[{{la A ~x(@1}, {-a}. {X(@)}} » {{Tp A ~X(P)]}. {0} (X(P)}}]

A

{lp A =2 (-ph RO} W[ {{la A ~2(@)]}, {-a} (X(@)}} o]

' A-0, /\

{{[p/\ﬂ%(p)]}:{[ﬂpv%(p)]}} Mdy[x eyl {{[q A -X(a)1}, {[-a}, {X(a)1}}

A0y a0,
[[p A ~X(p)] v [=p v X()]] ({Ta A -X(@). (=4 v X(@)]})
iDEM iA'O1
[[p A =Z(p)] v -[p A =X(p)]] [[a A =X(q)] v [-q Vv X(a)]]
/\ EDEM
Wolp v —p] [p A ~X(p)] [[a A ~X(@)] v ~[a A ~%(a)]
M[pA-%X(p)] P M[q Vv —q] [aA-%(q)]

/N

Alg A =X(q)] 4
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Polysyndetic composition of

left-branching J-iterativity

This appendix provides a composition of polysyndetic coordination involv-
ing leftward-iterative Junction. Chapter P motivated the following syntac-
tic structure:

(530) Ann-ary coordination tree for and polysyndetic exponence:

A\ ]0 XP XO 7P
/// 0 -
e ] xP X WP
0/\
X YP
Y XP
ENGLISH: earth %) water @ fire and wind
TIBETAN: earth dan water @ fire @ wind

313



APPENDIX D x Polysyndetic composition of left-branching J-iterativity

(531) A copy-theoretic derivation of polysyndetic coordination:

JPy

Given our assumptions on Boolean valuation of JPs, as developed in Chap-
ter 4, the compositional interpretation of (531) obtains as per (??). Two com-
positional possibilities arise with respect to the structural role of the 6 op-
erator: either each of J°s requires a local 8, or a single root-level 8 is com-
positionally sufficient to globally map all bullet-formed tuples to Boolean
expressions. (533) shows the former and (§33) shows the former. We rel-
ativise the constructions to n-ary argument coordinations for {1,2,...,n —
2,n—1,n}. We assume that 6 has a conjunctive value, in line with Szabolcsi
(2014d: 12-14) where the MEET operation is taken to be apply to pairasa mat-
ter of some default setting. Given associativity (Appendix @, def. VIII-ii),
we flatten the products and conjunctions for simplicity.
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(532) Thecomposition of polysyndetic coordination involving a single global
Boolean-mapping operator applied to an iterative left-branching JP:

JP
/\
Brag JP
/\
JP J
/\, OA
P ] ° XP,
N N =
00 o xR
- O/\
JP 1° XP,_,
S
XP, ]
a
L J© XP; A

[aAbA...AcAdAE]
G/Me]=(a,b,...,c,d,e)
weveced=(abed)  Mxed]
faevecd=labe)  xed] irer]

o6 \)\x[)(oc] )\y)\x[x{y]\d

[aeb] = (ab) AyAx[x{y]\c
a Ax[x e b]
)\y)\x[ﬁ
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(533) The composition of polysyndetic coordination involving multiple lo-
cal Boolean-mapping operators applied to an iterative left-branching

JP:
_ » }
/\
8 JP
/\
JP J
/\
6 g
JP ]° XP,
/\
JP J'
/\ /\
8 JP ° XP, 4 =
_ - - \
00 J'
LT N
JP 1° XP,,
/\
8 JP
/\,
Xp, ]
RN
i J” X, i

[aAbA...AcAdAE]

6 [lanbA...AcAd]ee]l=([aAbA...ACcAd]e)
’/\
[aAbACAd] Mx[x o €]
g [[aAbA.. Acled]=([anbA.. . Acld) Ay)\x[x/.y]\e
//\
[aAbAc] Ax[x o d]
& anble  sd=(anbl...c) Wixxey] d
’,/”///\
00 M[x o c]
fa A b] Whalxey] e
/\
6 [aeb]=(a,b)
a/)\x\[XOb]
Wi e y] b



E

Concordance of coordinator occurrences in

Vedic and post-Vedic Sanskrit

The statistical data is from Hellwig (2o11), statistical entries for Rgveda are
mine.

E.1 First-position coordinator utd/uta (I7/3)

ks
: 3 £
(] = [w] [«F]
g Q S) &
2z = 5
= =z 3z &
3 8 3 5
#* # a m
ARCHAIC 0.431%
Rgveda 693 160710 0.00431
EARLY 0.077%
Astadhyayi 1 8765  0.00011
Chandogyopanisad 7 15557  0.00045
Gopathabrahmana 1 9529 0.00010
Svetasvataropanisad 5 2091  0.00239
EPIC 0.034%
Carakasamhita 1 94589  0.00001
Mahabharata 299 861589 0.00035
Milamadhyamakarikah 3 2827 0.00106
Ramayasa 9 260851 0.00003
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APPENDIX E » Concordance of coordinator occurrences in Vedic and post-Vedic Sanskrit

Tantrakhyayika 2 8303  0.00024
CLASSICAL 0.060%
Astangahrdayasambhita 2 106552 0.00002
Bhagavatapurana 23 42650 0.00054
Bodhicaryavatara 5 13664  0.00037
Dasakumaracarita 2 19875  0.00010
Kumarasambhava 3 10235  0.00029
Kurmapurana 7 81755  0.00009
Lankavatarasutra 63 13200 0.00477
Lingapurana 8 127397  0.00006
Matsyapurana 7 122452 0.00006
Pancarthabhasya 20 23143  0.00086
Samkhyakarikabhasya 1 9953 0.00010
Susrutasamhita 1 146379 0.00001
Vaisesikasttravrtti 5 8649 0.00058
MEDIEVAL 0.021%
Ayurvedadipika 1 38692  0.00003
Hitopadesa 2 24928  0.00008
Mrgendratika 12 22027  0.00054
Natyasastravivrti 1 2585 0.00039
Nibandhasamgraha 2 7328 0.00027
Parasarasmrtitika 2 7557 0.00026
Rasaratnasamuccaya 1 28141 0.00004
Skandapurasa 3 16377 0.00018
Tantrasara 1 14216  0.00007
LATE 0.012%
Mugdhavabodhinl 1 30124  0.00003
Satvatatantra 3 10095 0.00030
Skandapurasa (Revakhasta) 5 113982 0.00004

E.2 Second-position coordinator ca ()

3

g B 2
(&) —~ (: ()
[= g o oW

o=

e = e o
c ] ) ~
) .

3 ] 5) )
L = >

#* #* a ]

ARCHAIC 0.515%
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JE.2 % Second-position coordinator ca ()

Rgveda 828 160710  0.00515

EARLY 2.808%
Astadhyayi 496 8765 0.05351
Chandogyopanisad 240 15557  0.01543
Gopathabrahmasa 149 9529 0.01564
Svetasvataropanisad 58 2091  0.02774

EPIC 3.958%
Carakasambhita 4619 94589  0.04883
Mahabharata 35971 861589 0.04175
Milamadhyamakarikah 120 28277 0.04245
Ramayasa 9222 260851 0.03535
Tantrakhyayika 245 8303 0.02951
CLASSICAL 2.978%
Astangahrdayasambhita 3327 106552 0.03122
Bhagavatapurasa 788 42650  0.01848
Bodhicaryavatara 421 13664  0.03081
Dasakumaracarita 440 19875  0.02214
Kumarasambhava 132 10235  0.01290
Kurmapurana 2605 81755 0.03186
Lankavatarasitra 339 13200  0.02568
Lingapurana 6202 127397 0.04868
Matsyapurana 5719 122452  0.04229
Pancarthabhasya 653 23143 0.02822
Samkhyakarikabhasya 246 9953 0.02472
Susrutasamhita 6857 146379 0.04684
Vaisesikasutravrtti 201 8649 0.02324
MEDIEVAL 3.025%
Ayurvedadipika 931 38692  0.02406
Hitopadesa 780 24928  0.03129
Mrgendratika 682 22027  0.03096
Natyasastravivrti 74 2585 0.02863
Nibandhasamgraha 124 7328 0.01692
Parasarasmrtitika 220 7557 0.02911
Rasaratnasamuccaya 981 28141 0.03486
Skandapurasa 862 16377  0.05263
Tantrasara 338 14216 0.02378

LATE 2.162%
Mugdhavabodhini 586 30124  0.01945
Satvatatantra 166 10095 0.01644
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APPENDIX E » Concordance of coordinator occurrences in Vedic and post-Vedic Sanskrit

Skandapurasa (Revakhasta) 3301 113982 0.02896

E.3 Diachronic summary: decline of initial bimorphemic utd (3)

PERIOD  uta(3d) ca(¥)
archaic  45.562% 54.438%

early 2.912%  97.088%
epic 0.838%  99.162%

classical 2.213% 97.787%
medieval 0.740% 99.260%

late 0.699% 99.301%
100 N
S
~ 80| |
o
=
g 60 |- |
@]
S
S 40| :
2
& 20/ .
&
O | |
| | | | | |
O XY N N <
& & &L
3 ¢ > &
> <
historical period
’+uta+ca ‘

FIGURE E.1.: Theloss of the double system of coordination in Indic
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Old Irish Connectives

The following occurrence counts are drawn from the Parsed Old and Middle
Irish Corpus as presented in Lashl (2014).
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APPENDIX F » Old Irish Connectives

(seAndauuod [B)X

1

0375

]an

o)
(3(y)Iv3x33)X
190

v

AM<>HOEVN

A...humﬁm<>ﬂw3u0vw

19

Snajv

snip
S0

NY
J0

SniJo

SnJo
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OCUS4yar / 1/ €L

g = o S
= S S = -~ > X
Cam 28 2 0 0 0 1 1 32
87.50% 6.25% 0.00% 0.00% 0.00% 3.13% 3.13% 100.00%
Arm 59 1 0 0 0 0 0 60
98.33% 1.67% 0.00% 0.00% 0.00% 0.00% 0.00% || 100.00%
LC 150 0 5 1 13 0 0 169
88.76% 0.00% 2.96% 0.59% 7.69% 0.00% 0.00% || 100.00%
Com 95 10 1 0 0 2 0 108
87.96% 9.26% 0.93% 0.00% 0.00% 1.85% 0.00% || 100.00%
Mass 48 0 0 0 0 0 0 48
100.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% || 100.00%
Ps 127 9 7 5 0 0 0 148
85.81% 6.08% 4.73% 3.38% 0.00% 0.00% 0.00% || 100.00%
WMS 43 0 2 0 0 0 0 45
95.56% 0.00% 4.44% 0.00% 0.00% 0.00% 0.00% || 100.00%
MT 317 56 13 0 3 0 0 389
81.49% 14.40% 3.34% 0.00% 0.77% 0.00% 0.00% || 100.00%
Hom 50 0 0 0 0 0 0 50
100.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% || 100.00%
Lais 46 1 2 0 0 0 0 49
93.88% 2.04% 4.08% 0.00% 0.00% 0.00% 0.00% || 100.00%
IR 42 1 2 0 0 0 0 45
93.33% 2.22% 4.44% 0.00% 0.00% 0.00% 0.00% || 100.00%
G 9 1 0 0 0 0 0 10
90.00% 10.00% 0.00% 0.00% 0.00% 0.00% 0.00% || 100.00%
LH 284 5 3 0 7 9 0 308
92.21% 1.62% 0.97% 0.00% 2.27% 2.92% 0.00% || 100.00%
TDH 21 0 0 0 0 0 0 21
100.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% || 100.00%
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